The horizontal tuning of face perception relies on the processing of intermediate and high spatial frequencies
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It was recently shown that expert face perception relies on the extraction of horizontally oriented visual cues. Picture-plane inversion was found to eliminate horizontal, suggesting that this tuning contributes to the specificity of face processing. The present experiments sought to determine the spatial frequency (SF) scales supporting the horizontal tuning of face perception. Participants were instructed to match upright and inverted faces that were filtered both in the frequency and orientation domains. Faces in a pair contained horizontal or vertical ranges of information in low, middle, or high SF (LSF, MSF, or HSF). Our findings confirm that upright (but not inverted) face perception is tuned to horizontal orientation. Horizontal tuning was the most robust in the MSF range, next in the HSF range, and absent in the LSF range. Moreover, face inversion selectively disrupted the ability to process horizontal information in MSF and HSF ranges. This finding was replicated even when task difficulty was equated across orientation and SF at upright orientation. Our findings suggest that upright face perception is tuned to horizontally oriented face information carried by intermediate and high SF bands. They further indicate that inversion alters the sampling of face information both in the orientation and SF domains.
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Introduction

Faces are core social stimuli that the human brain processes effortlessly until the finest level of precision. The visual machinery enables humans to extract face identity and process modulations of social intentions and emotional states online despite constant modulations of appearances.

Face processing, though robust in most everyday situations, is severely hampered when the face is turned upside down (Yin, 1969). Inversion in the picture plane damages the processing of various aspects of face information (identity, emotion, gaze processing, e.g., Calder, Young, Keane, & Dean, 2000; Jenkins & Langton, 2003; Valentine, 1988). Although it affects the processing of most objects, inversion impairs face perception so dramatically (e.g., Robbins & McKone, 2007) that the face inversion effect (FIE) is considered as marking the existence of visual mechanisms uniquely engaged for faces (Diamond & Carey, 1986; Leder & Carbon, 2006; Robbins & McKone, 2007).

Extensive research has therefore been dedicated to clarifying the cause of the FIE. It suggested that the disproportionate effect of inversion on face perception is due to the disruption of interactive, so-called holistic, face processing (Farah, Tanaka, & Drain, 1995; Rhodes, Brake, & Atkinson, 1993; Sergent, 1984; Tanaka & Farah, 1993; Young, Hellawell, & Hay, 1987). Interactive processing refers to the observation that, when a face is viewed in canonical upright position, its local elements (e.g., the features) are not encoded independently of each other; rather, the perception of each element is influenced by the properties (shape, surface, and position) of the surrounding elements (Sergent, 1984).

Once the face is inverted, interactive processing is strongly attenuated as features are found to be encoded more independently from each other (Bartlett & Searcy, 1993; Tanaka & Farah, 1993; Thompson, 1980). Its dramatic vulnerability to
inversion suggested that face interactive processing is what makes face perception unique. However, evidence indicates that face inversion also impairs the processing of local feature shape (for a review, see McKone & Yovel, 2009).

So far, most face perception studies have focused on the aspects of face processing (e.g., interactive versus featural processing) that are disrupted by inversion. Yet, the basic characteristics of the visual information underlying face perception and its vulnerability to planar inversion are still unclear. In other words, it remains unclear how high-level face representations are elaborated from the information provided by low-level visual regions like V1, where neurons are known to decompose retinal input along the dimensions of spatial frequency and orientation (e.g., De Valois, Albrecht, & Thorell, 1982; Hubel & Wiesel, 1968).

To address this important topic, previous works aimed to determine the SF bands driving face perception. They showed that the low SF (below 8 cycles per face, cpf) serve the interactive processing of face features, while high SF (above 24 cpf) allow for the local encoding of individual feature cues (e.g., Goffaux, 2009, though see Cheung, Richler, Palmeri, & Gauthier, 2008). Intermediate SF (between 8 and 16 cpf) are thought to optimally support the extraction of face identity (Costen, Parker, & Craw, 1996; Gold, Bennett, & Sekuler, 1999; Näsänen, 1999). Face inversion was, however, found to disrupt the processing of low, intermediate, and high SFs to a comparable extent (Boutet, Collin, & Faubert, 2003; Gaspar, Sekuler, & Bennett, 2008; Goffaux, 2008; Willenbockel et al., 2010). The absence of FIE modulation across SF suggested that the same primary visual information is extracted in upright and inverted faces and is simply less efficiently encoded/integrated in the latter case (see also Sekuler, Gaspar, Gold, & Bennett, 2004; Yovel & Kanwisher, 2004).

Recent evidence indicates that not only the SF but also the orientation content of the face stimulus significantly influences face perception and the emergence of FIE. First, it was shown that, compared to vertical information, the encoding of face identity is most efficient when face input is restricted to horizontal bands of face information (Dakin & Watt, 2009; Goffaux & Dakin, 2010). Furthermore, FIE and interactive face processing emerges when horizontal, but not vertical, information is available in the face stimulus (Goffaux & Dakin, 2010). The tuning of face-specific processing to horizontal orientations presumably relates to this orientation band revealing the vertical arrangement of inner facial features (Goffaux & Dakin, 2010; Goffaux & Rossion, 2007).

The above evidence shows that the visual information at the core of the FIE and face perception, in general, relies on the presence of specific SFs and orientations in the visual input. So far, the contribution of SF and orientation to face perception has been explored separately. However, V1 neurons encode SF and orientation jointly and psychophysical work with grating stimuli indicates that orientation tuning depends on the SF content of the input image (Burr & Wijesunda, 1984; Phillips & Wilson, 1984). In order to determine the visual information at the core of the FIE, we sought to explore the joint contribution of these primary visual dimensions to upright and inverted face perception. This approach also enabled us to determine the spatial frequency scales supporting the horizontal tuning of face perception.

## Methods

### Subjects

Fifty-three psychology students (Maastricht University, age range: 18–25) gained course credits in exchange of their participation in one of the experiments. Thirty-five subjects participated in the main experiment and eighteen in the control experiment. All subjects provided their written informed consent prior to participation. They were naive to the purpose of the experiments. They reported either normal or corrected-to-normal vision. The experimental protocol was approved by the Faculty Ethics Committee.

### Stimuli

Stimuli were pictures of ten male and ten female faces posing in a front view and neutral expression. The mean luminance value was subtracted from each image. Filtered stimuli were generated by Fast Fourier transforming the original image using MATLAB 7.0.1 and multiplying the Fourier energy with SF and orientation filters centered on 0° or 90° and on 4, 16, or 64 cycles per image (Figure 1). The bandwidth in orientation (14°) and SF (1 octave) was chosen to match the band-pass properties of V1 neurons (Blakemore & Campbell, 1969; Wilson & Bergen, 1979). Note that this filtering procedure leaves the phase structure of the image untouched and only alters the distribution of Fourier energy across SF and orientation. After inverse Fourier transform, the luminance and contrast of each image was adjusted to match the averaged values of the image set before Fourier transform. An egg-shaped mask was superimposed on all stimuli to remove any cue to face identity that may lie outside of the face area. Inverted stimuli were generated by vertically flipping each image.

In the control experiment, Gaussian white noise was superimposed on horizontal MSF and horizontal HSF face stimuli (Figure 1, right part). The root-mean-square contrast of face and noise were equal resulting in a signal-to-noise ratio of 1.

Stimuli were displayed against a gray background on an LCD screen using E-prime 1.1 (screen resolution: 1024 × 768, refresh rate: 60 Hz). Viewed at 60 cm, they subtended a visual angle of 6.2 × 8.8°.
Procedure

Participants were instructed to match faces presented one after the other, in pairs. A trial started with a central cross. After 500 ms, the cross was replaced by a face. This face lasted for 500 ms in the main experiment. In the control experiment, its duration varied across orientation by SF conditions (1200-ms duration for vertically filtered faces, 300 ms for horizontal LSF faces, and 100 ms for horizontal MSF and horizontal HSF faces). After a 400-ms blank, the second face appeared and participants had to decide whether it was the same or different with respect to the first face. It remained on screen until participant’s response (maximum of 3000 ms). On every trial, the position of the first face was randomly jittered in $xy$ plane by 20 pixels. The second face was presented at screen center. Within a trial, faces were of the same planar orientation and content condition, but these factors randomly varied from one trial to the other. Participants were invited to rest every 20 trials, and they then also received written feedback about their accuracy (percent correct). Prior to the experiment, participants were trained to the task first with unfiltered faces and then with 20 filtered faces (yielding 20 upright and 20 inverted trials in each training part). The stimuli presented during training were randomly sampled from the set of stimuli used in the experiment.

We decided to combine manipulations of duration and noise in our control experiment because pilot studies indicated that it was the most efficient way to equate performance across stimulus conditions at upright orientation while keeping viewing conditions in a conventional range. The drawback of this procedure is that we cannot determine exactly how noise and duration manipulations interacted with task performance.

There were 20 trials per condition in the main experiment and 40 trials per condition in the control experiment. There were 24 within-subject conditions: planar orientation (upright, inverted), orientation content (horizontal, vertical), SF content (LSF, MSF, HSF), and similarity (same, different). Planar orientation and orientation content conditions were presented in randomly interleaved mini-blocks of 10 trials. SF and similarity conditions varied randomly on the trial level.

Data analyses

Sensitivity $d'$ was computed based on hits and false alarm rates of each individual subject, following log-linear approach (Stanislaw & Todorov, 1999). In the main experiment, two subjects were excluded from the analyses because they were at chance level in at least one
of the experimental conditions. The values of $d'$ were submitted to a $2 \times 2 \times 3$ repeated-measures ANOVA within-subject factors. Conditions were compared two by two using post-hoc Bonferroni tests.

In the control experiment, we used Bonferroni-corrected tests to compare upright to inverted and horizontal to vertical orientation content conditions at upright orientation.

Figure 2. (a) Average sensitivity data are shown for the different SF–orientation bands tested. Error bars represent mean square of errors (MSE). (b) Plots depict the size of orientation content effect (horizontal versus vertical) and inversion effect (upright versus inverted) expressed in partial eta squared. (c) Average sensitivity in the control experiment in which performance was equated across SF by orientation content conditions at upright orientation.
vertical sensitivity to test our a priori assumptions derived from the findings of the main experiment.

Effect size was computed using partial eta squared (Rosnow & Rosenthal, 1996).

**Results**

The $2 \times 2 \times 3$ ANOVA revealed significant main effects of planar orientation, SF content, and orientation content (planar orientation: $F(1,33) = 67.4, p < 0.0001$, partial eta squared: 0.67; SF content: $F(2,66) = 35.4, p < 0.0001$, partial eta squared: 0.52; orientation content: $F(1,33) = 36, p < 0.0001$, partial eta squared: 0.52). These main effects were moderated by a significant two-way interaction between planar orientation and orientation content ($F(1,33) = 12.7, p < 0.001$, partial eta squared: 0.28) and a significant three-way interaction between planar orientation, orientation content, and SF ($F(2,66) = 3.1, p < 0.05$, partial eta squared: 0.09).

Post-hoc Bonferroni comparisons were used to compare horizontal and vertical conditions two by two across planar orientation and SF. This was done to investigate the potential influence of SF content on the horizontal advantage for face processing. When faces were upright, sensitivity was significantly better for horizontally filtered than vertically filtered faces in MSF and HSF ($p < 0.00001$, partial eta squared: 0.51 and $p < 0.014$, partial eta squared: 0.27, respectively) but not in LSF ($p = 0.2$, partial eta squared: 0.15; see Figure 2b, left part). The absence of horizontal advantage in LSF cannot be accounted for by a floor effect as performance was clearly above chance level in upright vertical LSF and horizontal LSF conditions (Figure 1a). When faces were inverted, there was no significant advantage for processing horizontal over vertical face information in any of the SF ranges ($p_s = 1$, partial etas squared < 0.12; see Figure 2b, left part).

Bonferroni post-hoc tests were also used to compare upright and inverted conditions two by two across SF and orientation bands of face information. This was done to address whether face inversion disrupted the processing of specific SF and/or orientation ranges or whether all ranges were comparably affected. When processing vertical bands of face information, the FIE was absent in each tested SF band (vertical LSF: $p = 1$, partial eta squared: 0.18; vertical MSF: $p = 1$, partial eta squared: 0.03; vertical HSF: $p = 0.34$, partial eta squared: 0.2; see Figure 2b, right part). When processing horizontal face information, the FIE was significant in MSF (horizontal MSF: $p < 0.0001$, partial eta squared: 0.53) and HSF (horizontal HSF: $p < 0.0003$, partial eta squared: 0.4) but not LSF (horizontal LSF: $p = 0.2$, partial eta squared: 0.25) band of information (see Figure 2b, right part). Effect size indicates that the FIE for horizontally filtered faces was more robust in the MSF range (accounting for 53% of sensitivity variance) than in the HSF range (accounting for 39% of variance).

The finding that the FIE is most robust when processing horizontally oriented MSF and HSF face information suggests that these ranges of primary visual information mainly drive the horizontal tuning of upright face perception. This is confirmed by the observation that the advantage for processing horizontal over vertical information is significant in MSF and HSF ranges only.

Alternatively, the FIE may have been larger for horizontally than vertically filtered faces due to differences in task difficulty. In the horizontal condition, the better sensitivity at upright orientation may have left more space for FIE to emerge than in vertical conditions. We addressed this issue in a control experiment where task difficulty was equated across horizontal and vertical conditions at upright orientation ($p_s > 0.08$; see Figure 2c). In these circumstances, we still observed the FIE only for horizontally filtered faces in both MSF and HSF (FIE in horizontal LSF: $p = 1$, partial eta squared: 0.24; FIE in horizontal MSF: $p < 0.005$, partial eta squared: 0.63; FIE in horizontal HSF: $p < 0.013$, partial eta squared: 0.54; FIE in vertical LSF: $p = 1$, partial eta squared: 0.08; FIE in vertical MSF: $p = 1$, partial eta squared: 0.19; FIE in vertical HSF: $p = 1$, partial eta squared: 0.02). Again, the size of the FIE was larger in horizontal MSF than horizontal HSF band.

**Discussion**

The present study investigated how expert face processing, as indexed by the FIE, is characterized by the primary visual information domains of orientation and SF. We also sought to determine the spatial scales supporting the horizontal tuning of face perception. Participants matched pairs of upright and inverted faces that were filtered both in the frequency and orientation domains. Faces in a pair contained horizontal or vertical ranges of information in low, middle, or high SF (LSF, MSF, or HSF). In the main experiment, we report the largest horizontal (over vertical) processing advantage and FIE in MSF, next in HSF, whereas no orientation tuning or FIE was observed in LSF faces. As mentioned earlier, MSF and HSF presumably transmit face cues relevant for face identification and local feature analysis, respectively (e.g., Goffaux, 2009; Näsänen, 1999). Our results thus indicate that the well-documented contribution of MSF to face individuation may relate to the extraction of horizontally oriented visual cues. Horizontal bands reveal the arrangement of facial features along the vertical axis, an aspect that was shown to vary substantially across individual faces (Goffaux & Dakin, 2010) and to be largely disrupted by face inversion (Goffaux & Rossion, 2007). In a recent paper (Goffaux, 2008), we showed that the processing of vertical feature arrangement at upright orientation was also best carried by MSF. The horizontal tuning observed in HSF may reflect...
the fact that local feature shape is carried by horizontal orientations.

These findings are in line with recent image analyses conducted by Keil (2008, 2009). This author computed the whitened responses (by flattening the 1/f trend of SF amplitude spectrum) of Gabor filters to a large set of face images. He observed higher response amplitudes in a range of MSF close to the one tested here (situated between 10 and 15 cpf; Keil, 2008). Keil (2009) further showed that filter response maxima at MSF mainly occurred at horizontal orientations and that this was driven by the physical structure of inner facial features (mainly by the eyes and mouth but also by the nose). These findings suggest that the visual processing adapted to match the statistical properties of face images. However, our results show that the physical input properties of face images alone cannot account for the present results as the tuning to horizontal MSF and HSF cues observed at upright orientation was eliminated by inversion. Past (Goffaux & Dakin, 2010) and present evidence suggest that by providing the shape of inner facial features and their vertical arrangement, horizontal MSF and HSF bands of face information convey the most relevant cues for the high-level processing of face identity.

In a control experiment, we further showed that the FIE selectively observed in horizontal MSF and HSF replicates when sensitivity is equated across orientation by SF conditions at upright orientation, discarding accounts in terms of task difficulty. The control experiment also confirms previous evidence that horizontal cues are more resistant to alterations in face appearance than vertical cues (Goffaux & Dakin, 2010) as we had to add noise and dramatically reduce the exposure duration of horizontal stimuli in order to equate sensitivity across horizontal and vertical conditions.

In LSF, there was evidence neither for upright horizontal tuning nor for significant FIE. This is at odds with the studies that separately demonstrated the importance of horizontally oriented cues and LSF scales for the emergence of face-specific computations, such as interactive processing (Flevaris, Robertson, & Bentin, 2008; Goffaux, 2009; Goffaux & Dakin, 2010; Goffaux, Gauthier, & Rossion, 2003; Goffaux & Rossion, 2006; Halit, de Haan, Schyns, & Johnson, 2006). We therefore expected LSF to contribute to the horizontal tuning of face perception. There are several potential accounts for the absence of horizontal tuning in LSF. First, it may indicate that there is no orientation tuning for the processing of LSF face information, even when contrasting orientation ranges separated by 90° as done here. Accordingly, psychophysical evidence based on the use of gratings stimulated indicated that orientation tuning is broad at coarse spatial scales (more than 60° at spatial scales comparable to those contained in our LSF condition) and sharpens with increasing SF (Burr & Wijesundera, 1984; Phillips & Wilson, 1984; see also Ferster & Miller, 2000; Troyer, Krukowski, Priebe, & Miller, 1998, though see Mazer, Vinje, McDermott, Schiller, & Gallant, 2002). Second, it may be that other orientations, untested here, drive interactive face processing in LSF. The previous evidence of horizontal orientation contribution to interactive processing (Goffaux & Dakin, 2010) may actually be limited to MSF and HSF ranges. Interactive processing was indeed shown to be attenuated compared to LSF but still present in the middle and high SFs (Goffaux & Rossion, 2006). Future studies should investigate FIE and interactive feature processing more systematically in the orientation domain in order to derive a more complete picture of the orientation tuning of face-specific processing. A third, related, possibility is that the FIE observed in horizontal orientation band of face information does not only reflect the disrupted interactivity of face processing but also the impaired processing of local feature shape cues, which has also been shown to suffer from face inversion (e.g., McKone & Yovel, 2009; Rhodes, Hayward, & Winkler, 2006) and is best conveyed by horizontal orientations (see Figure 1; Keil, 2009).

More generally, our results indicate that the FIE observed in horizontal bands of face information is mainly due to the disrupted processing of intermediate and high SFs, to a lesser extent. The face information extracted at upright orientation thus seems to differ from that extracted at inverted orientation. This is an important finding since the exact causes of the FIE have been extensively investigated in the last decades (since the seminal finding by Yin, 1969) and are still harshly debated (see McKone & Yovel, 2009; Riesenhuber & Wolff, 2009; Rossion, 2008; Yovel, 2009). Inversion was shown to qualitatively alter the way faces are perceived by selectively disrupting the interactive, so-called holistic, processing of features while preserving the processing of their local properties (Farah et al., 1995; Rhodes et al., 1993; Sergent, 1984; Tanaka & Farah, 1993; Young et al., 1987). The qualitative view has been challenged by evidence that, in some circumstances (McKone & Yovel, 2009), inversion disrupts the processing of interactive and local properties of facial features equally (Riesenhuber, Jarudi, Gilad, & Sinha, 2004; Sekuler et al., 2004; Yovel & Kanwisher, 2004). This suggested that inversion affects face perception quantitatively by generally reducing its signal-to-noise ratio (a view already proposed by Valentine, 1988). Previous evidence that the FIE is of equal magnitude across SFs (Bouet et al., 2003; Gaspar et al., 2008; Goffaux, 2008; Willenbockel et al., 2010) further supported the quantitative view of the FIE. However, our results indicate that these previous findings were due to the use of stimuli that were unrestricted in the orientation domain. When faces were inverted in these studies, the disrupted processing of intermediate to high spatial frequency face information conveyed by horizontal orientation bands may have been compensated by information provided by the vertical orientation bands that are less vulnerable to face inversion, thus masking the effect of SF on FIE magnitude.

Faces convey a wealth of fundamental social cues such as one individual’s social intentions (via gaze direction)
and emotional states (via expression). Here, we neglected those core social aspects as we used a discrimination task with faces displaying fixed gaze and neutral expression. Future studies will indicate whether these other aspects of face information show a similar SF–orientation tuning as observed here or whether orientation and SF are flexibly sampled depending on the processing goal (Morrison & Schyns, 2001).

Our finding that face perception is constrained by primary dimensions of the visual input does not imply that its specificity originates early in visual processing, i.e., in V1. On the contrary, the fact that the horizontal tuning of expert face processing is disrupted by planar inversion unequivocally indicates that it is not merely accounted by the physical properties of the face image (as documented by Keil, 2008, 2009). Rather, we suggest that observer-dependent biases in the orientation and SF sampling of face information significantly contribute to the uniqueness of face perception. Considering primary dimensions of visual information thus yields improved insights on the visual information underlying high-level expert face perception (Watt & Dakin, 2010).
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