A summary statistic representation in peripheral vision explains visual search
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Vision is an active process: We repeatedly move our eyes to seek out objects of interest and explore our environment. Visual search experiments capture aspects of this process, by having subjects look for a target within a background of distractors. Search speed often correlates with target–distractor discriminability; search is faster when the target and distractors look quite different. However, there are notable exceptions. A given discriminability can yield efficient searches (where the target seems to “pop-out”) as well as inefficient ones (where additional distractors make search significantly slower and more difficult). Search is often more difficult when finding the target requires distinguishing a particular configuration or conjunction of features. Search asymmetries abound. These puzzling results have fueled three decades of theoretical and experimental studies. We argue that the key issue in search is the processing of image patches in the periphery, where visual representation is characterized by summary statistics computed over a sizable pooling region. By quantifying these statistics, we predict a set of classic search results, as well as peripheral discriminability of crowded patches such as those found in search displays.
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Introduction

When we search for an object, our eyes perform a series of rapid coordinated eye movements, known as saccades, terminating when the fovea reaches the target. Sometimes we notice the target even in the periphery, and it seems to “pop out.” In other cases, peripheral vision helps guide our eye movements to the target. The periphery, being much larger than the fovea, is inherently more likely to contain the target. Therefore, to understand search we must understand the strengths and limitations of peripheral vision (Carrasco & Frieder, 1997; Carrasco, McLean, Katz, & Frieder, 1998; Erkelens & Hooge, 1996; Geisler, Perry, & Najemnik, 2006).

Peripheral vision is substantially worse than foveal vision. Only a finite number of nerve fibers can emerge from the eye, and rather than providing uniformly mediocre vision, the eye trades off sparse sampling in the periphery for sharp, high-resolution foveal vision. If we need finer detail (for example, for reading), we move our eyes to bring the fovea to the desired location. This economical design continues into the cortex: The cortical magnification factor expresses the way in which cortical resources are concentrated in central vision at the expense of the periphery.

The phenomenon of visual crowding illustrates that the loss of information in the periphery is not merely due to reduced acuity. A string of letters like “BOARD” can be quite difficult to read in the periphery. An observer might see the letters in the wrong order, perhaps confusing the word with “BORAD.” They might not see an “A” at all or might see strange letter-like shapes made up of a mixture of parts from several letters (Lettvin, 1976). Yet if the “A” appears alone, the observer might easily identify it. This is puzzling. Why should the visual system retain the spatial details needed to perceive letters or parts thereof but neglect to encode the information needed to keep track of the locations of those details?
To make sense of this curious behavior, consider the following: Given that peripheral vision involves a loss of information, what information should be retained? Imagine representing a patch in the periphery by a finite set of numbers. These numbers could be the firing rates of a finite set of neurons or some other low-dimensional representation. More concretely, suppose that we wanted to represent the patch in Figure 1a with just 1000 numbers. We could coarsely subsample this patch down to a 32 × 32 array of pixel values, using standard filtering and sampling techniques. This is akin to peripheral subsampling in the retina, and leads to a representation like Figure 1b. Another option would be to convert Figure 1a to a wavelet-like representation like that in early visual cortex (V1)—local orientation at multiple scales—and then select the most useful 1000 coefficients. Essentially, if each coefficient corresponds to a potential “neuron,” then one can think of choosing the 1000 neurons with the highest expected firing rates. This leads to a representation like that in Figure 1c. Both of these strategies discard the high spatial frequencies, which makes it impossible to tell much about the resulting blobs other than their locations.

If one were searching for a target letter among an array of distractors, clearly it would be non-ideal to represent the location of the items but throw away virtually all details about their appearance. Perhaps we can instead capture more of the details, if we are willing to sacrifice the exact location of those details. Portilla and Simoncelli (2000) demonstrated, with their texture synthesis algorithm, that the visual appearance of many textures could be captured with about 700 numbers. These numbers characterize summary statistics such as the marginal distribution of luminance; luminance autocorrelation; correlations of the magnitude of responses of oriented, multi-scale wavelets (similar to those found in primary visual cortex), across differences in orientation, neighboring positions, and scale; and phase correlation across scale. This perhaps sounds complicated, but really it is not. As Freeman and Simoncelli (2011) have articulated, each correlation can be computed by multiplying the outputs of appropriate pairs of V1-like cells, followed by an averaging or “pooling” operation. Perhaps the visual system could use these summary statistics to represent not only texture but more generally to encode useful information about an arbitrary local image patch. Figure 1d shows a sample of “texture” synthesized to have approximately the same summary statistics as found in Figure 1a. The results are intriguing. Apparently, in order to match the statistics of Figure 1a, a patch needs to contain an evenly spaced array of letter-like objects. The exact details and locations are somewhat jumbled, but the model captures the appearance of the original in important ways. The properties of this representation are reminiscent of those of peripheral vision, particularly as exemplified by the phenomena of visual crowding.

Indeed, recent research on crowding has suggested that the representation in peripheral vision consists of summary statistics computed over local pooling regions (Balas, Nakano, & Rosenholtz, 2009; Levi, 2008; Parkes, Lund, Angelucci, Solomon, & Morgan, 2001; Pelli & Tillman, 2008). In particular, discriminability based on the above set of summary statistics has been shown to predict performance recognizing crowded letters in the periphery (Balas et al., 2009). These summary statistics
also perform favorably at capturing texture appearance, when compared with several alternative sets of statistics (Balas, 2006; Portilla & Simoncelli, 2000). Freeman and Simoncelli (2011) have shown that observers have difficulty discriminating between a natural scene and an image synthesized to match its local summary statistics, in brief presentation. (See our FAQ at http://persci.mit.edu/mongrels/about.html for more discussion of why these statistics are a good first guess for our model.)

Does it make sense for peripheral vision to retain statistical information about a pattern’s appearance, while losing the arrangement of the pattern elements? Consider the different roles played by foveal and peripheral vision: Foveal vision contains powerful machinery for object recognition but covers a tiny fraction of the visual field. A major role of peripheral vision, by comparison, is to monitor a much wider area, looking for regions that appear interesting or informative, in order to plan eye movements. In visual search in particular, the task is to look for a target, say, the letter O. At each instant, the subject must quickly survey the entire visual field, seeking out regions worthy of further examination. If the informational bottleneck (Nakayama, 1990) has reduced everything to fuzzy blobs (Figures 1b and 1c), then there is no way to choose among the blobs. However, if one at least knows the general location of O-like stuff, then an eye movement can be launched in a promising direction and the search process can proceed.

This view of peripheral vision should have a significant impact on our understanding of visual search. To put this context, consider some classic puzzles in the search literature, as well as previous attempts to explain them. A reasonable intuition, when studying search, might be that it would be easier to find a target if it was visually dissimilar from the distractors. This intuition holds true in a number of cases (Duncan & Humphreys, 1989; Palmer, Verghese, & Pavel, 2000), e.g., it is easier to find an O among Xs than to find an O among Qs. However, much of the theoretical and empirical research on visual search has been driven by phenomena in which confusability of individual items fails to predict search difficulty. First, performance varies substantially across conditions for which discriminability of single items is trivial. For example, it is easy to tell a red O from a red X and easy to tell a red O from a green O. However, it is hard to search for a red O amidst an array of red Xs and green Os. Mixing the distractors (producing a “feature conjunction” task) makes search difficult (Treisman & Gelade, 1980; although see Eckstein, 1998, for the suggestion that the increase in difficulty in conjunction search does result from target–distractor discriminability). Similarly, looking for a randomly oriented T among randomly oriented Ls is difficult (Wolfé, Cave, & Franzel, 1989), even though it is trivial to discriminate between a T and an L. It seems that search is difficult when the target and distractors differ only in the configuration of their parts—here, arguably, the horizontal and vertical bars that make up both the T and the Ls. Second of all, the sheer prevalence of search asymmetries (Treisman & Gormican, 1988; Treisman & Souther, 1985; Wolfe, 2001) argues against search being governed by confusability of target and distractors. By definition, the confusability between O and Q is the same as that between Q and O. Therefore, one might expect that finding an O among Qs should be just as hard as finding a Q among Os. This prediction fails completely (Treisman & Souther, 1985). Furthermore, factors unrelated to target–distractor similarity significantly impact search difficulty: The spacing between display items matters (Wertheim, Hooge, Krikke, & Johnson, 2006), and item heterogeneity and/or the extent to which items group matters (Duncan & Humphreys, 1989; Rosenholtz, 2001a; Verghese & Nakayama, 1994).

Some of the puzzles described above led to the development of Feature Integration Theory (FIT; Treisman & Gelade, 1980) and later Guided Search (Wolfe, 1994). FIT postulates that search should be easy if the target and distractors are sufficiently distinct along a single basic feature dimension, which may be used to “guide” attention. On the other hand, search tasks with targets defined by two or more attributes are more difficult, as they require that one serially deploy visual attention to individual items, in order to “bind” their features for recognition.

Since FIT strongly relies on the choice of features, the field has spent many years trying to enumerate the “basic features,” and researchers have tended to adjust the list of basic features with each new search result (Rosenholtz, 2001b). The results have been puzzling, as many of these features have been quite low level (e.g., color and orientation), whereas other work has suggested that higher level features such as 3D shape, lighting direction (e.g., Enns & Rensink, 1990), or apparent reflectance (Sun & Perona, 1996) might be basic features. More generally, a number of researchers have shown results that are inconsistent with FIT (e.g., Carrasco, Evert, Chang, & Katz, 1995; Carrasco et al., 1998; Reddy & VanRullen, 2007; Vlaskamp, Over, & Hooge, 2005; Wertheim et al., 2006; Wolfe, 1994) or have offered alternative explanations for a number of the basic search phenomena (e.g., Duncan & Humphreys, 1989; Eckstein, 1998; Geisler & Chou, 1995; Gheri, Morgan, & Solomon, 2007; Palmer, Ames, & Lindsey, 1993; Palmer et al., 2000; Rosenholtz, Huang, & Ehinger, 2012; Verghese & Nakayama, 1994). Nonetheless, the view persists that serial search is mediated by rapid attentional shifts, necessary to bind features of individual items.

Ultimately, FIT is, as its name implies, a theoretical framework rather than a model. FIT can describe results from previous experiments but cannot easily generate predictions for a new search task, in which target and distractors differ along a previously untested dimension. The field lacks a clear model that can predict search difficulty given the target and distractors, plus the layout of the display. What we propose here is a testable model that meets this criterion and is applicable to arbitrary search displays.
We argue for an alternative both to search being governed by target–distractor similarity and to FIT. We base this argument upon the insight that search is constrained by peripheral vision and on evidence from visual crowding that, in the periphery, the visual system represents each local patch by a fixed set of summary statistics (Balas et al., 2009; Levi, 2008; Parkes et al., 2001; Pelli & Tillman, 2008). These local patches can be quite large, as the literature on crowding suggests that they grow approximately linearly with eccentricity—i.e., with distance to the center of fixation—and that flankers interfere with perception of a target if they lie within a radius of about 0.4 to 0.5 × the eccentricity (Bouma, 1970). Such patches will, for typical search displays, often contain more than one item. This suggests that rather than thinking about the similarity between a single target and a single distractor, we should be thinking about the similarity between peripheral patches containing a target and distractors (plus distractors) and those containing only multiple distractors. After all, that is the visual system’s real task (plus distractors) and those containing only multiple similarity between peripheral patches containing a target and distractors, we should be thinking about the similarity between a single target and a single distractor, we should be thinking about the similarity between peripheral patches containing a target and distractors, and those containing only multiple distractors. After all, that is the visual system’s real task as it confronts a search display, as illustrated in Figure 2a.

In Figure 2a, the target (Q) is not visible near the current fixation (red crosshairs), so the subject continues searching. Where to look next? A reasonable strategy is to seek out regions that have promising statistics. The green and blue disks represent two hypothetical pooling regions in the periphery, one containing the target (plus distractors) and the other containing only distractors. If the statistics in a target patch are noticeably different from those of non-target patches, then this can guide the subject’s eyes toward the target. However, if the statistics are inadequate to make the distinction, then the subject must proceed without guidance.

Our prediction is that to a first approximation, search will be easy if and only if the visual statistics of target patches are very different from those of non-target patches. Essentially, we would like to know how close the target patches are to the non-target patches in some statistical appearance space. In principle, we could build a fully specified metric model of appearance space. This would involve two parts. First, we would specify the information being lost in peripheral vision, and second, we would estimate the capabilities of human pattern recognition at utilizing what information is retained.

For the first step of specifying the information encoded by peripheral vision, we have developed the Texture Tiling Model (Balas et al., 2009; Rosenholtz, 2011; Rosenholtz et al., 2012). In this model, the visual system tiles the visual field with overlapping pooling regions, which grow linearly with eccentricity. Within each pooling region, the visual system represents its input via the rich set of summary statistics enumerated above.

How useful are these statistics for distinguishing between target and non-target patches in peripheral vision? Unfortunately, there are presently no reliable algorithms for mimicking human pattern recognition in general. Nor can one justify running a machine classifier to find the discriminability of the corresponding statistical “vectors.” Human observers have unknown uncertainty in measuring the summary statistics; adding noise to mimic this uncertainty would at this point be like fitting approximately 1000 parameters using only a handful of data points. Therefore, we “simulate” human pattern recognition by using actual human observers. To do this, we first visualize the loss of information in peripheral vision by using texture synthesis (Portilla & Simoncelli, 2000) to generate a set of images with approximately the same summary statistics as the original target and non-target image patches; we call these synthesized images “mongrels” (Balas et al., 2009). By asking human observers to

---

**Figure 2.** (a) In visual search, we propose that on each fixation (red cross), the visual system computes summary statistics over a number of local patches. Some patches contain a target and distractors (blue), whereas most contain only distractors (green). The job of the visual system is to distinguish between promising and unpromising peripheral patches and to move the eyes accordingly. (b) We hypothesize, therefore, that peripheral patch discriminability, based on a rich set of summary statistics, critically limits search performance. To test this, we select a number of target + distractor and distractor-only patches and use texture synthesis to generate a number of patches with the same statistics (“mongrels”). We then ask human observers to discriminate between target + distractor and distractor-only synthesized patches and examine whether this discriminability predicts search difficulty. Figure originally published in Rosenholtz (2011).
discriminate between target + distractor and distractor-only mongrels, we can obtain a measure of how inherently discriminable target patches are from non-target patches, on the basis of their summary statistics (Figure 2b). To test our hypothesis, we can then examine whether this “mongrel discriminability” predicts search performance. (Details and further intuitions are given in Experiment 1, methods.)

Previous evidence supports the idea that peripheral vision constrains the difficulty of visual search. For instance, set size effects increase with eccentricity (Carrasco et al., 1995; Carrasco & Yeshurun, 1998). This effect is not merely due to slower deployment of attention to more distant eccentricities, as scaling targets and distractors by a cortical magnification factor eliminates the eccentricity effect (Carrasco & Frieder, 1997; Carrasco et al., 1998). Scaling with eccentricity also reduces set size effects, further suggesting that the limits of peripheral vision are at work (Carrasco & Frieder, 1997, Carrasco et al., 1998). That scaling display elements affects search is consistent with the theory proposed here. The approximately linear relationship between pooling region size and eccentricity (as well as between acuity and eccentricity) leads to the property of scale invariance (van Doorn, Koenderink, & Bouman, 1972). The amount of information available in the visual field remains roughly constant as one moves closer or farther away, except near the fovea, where the linear relationship breaks down.

Further evidence for the governing of search by the limits of peripheral vision comes from Najemnik and Geisler (2005, 2008, 2009). They measure the detectability of a sine-wave grating in noise, at a number of peripheral locations. This detectability, along with either a Bayesian ideal searcher or more biologically plausible heuristic (Najemnik & Geisler, 2009), is predictive of both the number and pattern of fixations during search.

Other researchers have specifically identified peripheral crowding as a limiting factor on visual search. Vlaskamp et al. (2005) found that the addition of flankers, particularly similar flankers, slowed search for a target letter placed on a strip. Wertheim et al. (2006) asked observers to rate the degree of what they called “lateral masking” (terminology that has frequently been used interchangeably with “crowding” in the literature) for conjunction vs. disjunction displays as well as for Q among Q search and showed that these subjective judgments predicted search difficulty. A recent study by Gheri et al. (2007) showed that an objective measure of the degree of crowding was predictive of search efficiency for a set of feature search conditions. However, their metric of crowding—elevation of orientation thresholds when flankers are present vs. absent—lacks a clear connection to the visual system’s task in visual search. These studies all suggest an intriguing linkage between crowding and search but are limited in their ability to predict search performance across a wide range of conditions by the lack of a measure of the degree of crowding that is flexible, reliable, and has a clear connection to the search task. Other evidence for the association between crowding and search comes from Geisler and Chou (1995). Though they were not explicitly interested in the effects of crowding, they showed that peripheral discrimination of cued, individual items within crowded search displays correlated with search performance.

In the current study, we go beyond the suggestion that search is limited by peripheral vision. We suggest a specific peripheral representation and describe how that representation constrains search. Our methodology allows us to sample image patches from arbitrary search displays and obtain a measure of the statistical discriminability of target from non-target patches. We hypothesize that the discriminability of target-present vs. target-absent mongrels predicts whether a given search task will be easy or hard. We test this hypothesis on a set of classic search experiments, examining phenomena that have historically been used as critical tests of models of visual search.

As mentioned above, the Texture Tiling Model hypothesizes pooling regions that grow with eccentricity. This component, along with the spatial inhomogeneity of many search displays, means that pooling regions vary significantly in their contents, particularly, in the number and density of elements within a given pooling region. We will begin by ignoring this potential source of complexity and then reintroduce it later. In Experiment 1, we test the feasibility of our model by measuring the mongrel discriminability of crowded target + distractor vs. distractor-only patches, where the patches all contain the same number and average density of items. We find that this mongrel discriminability is predictive of search difficulty. In Experiment 2, we first examine how peripheral discriminability of target + distractor from distractor-only patches varies with the number of items in the patch. We find that the answer depends strongly on the choice of target and distractor. We then measure the mongrel discriminability of patches as a function of the number of items in the patch and show that this is predictive of the peripheral discriminability, as well as of search performance.

Experiment 1: Can mongrel discriminability predict search difficulty?

In Experiment 1, we carried out five classic search tasks and quantified search difficulty in each task. Though results for these tasks already exist in the literature, we re-ran all five, to ensure consistent display conditions and to use the same subjects for all. In parallel, we had subjects perform a second task, in which they discriminated between images with the same summary statistics as target + distractor
patches and images with the same summary statistics as distractor-only patches. We show that the latter mongrel discriminability between crowded target + distractor and distractor-only patches is predictive of performance on the five search tasks.

Methods, search task

Subjects

Ten subjects (6 males) participated in the search experiment after giving written informed consent. Subjects’ ages ranged from 18 to 40 years. All subjects reported normal or corrected-to-normal vision and received monetary compensation for their participation.

Stimuli and procedure

Our visual search experiments resemble classic search experiments in the literature. We tested five classic search conditions: Conjunction search (targets defined by the conjunction of luminance contrast and orientation), search for T among Ls, search for O among Qs, search for Q among Os, and feature search for a tilted line among vertical lines. Examples of targets and distractors can be seen in the leftmost two columns of Figure 4.

Stimuli were presented on a 40cm × 28 cm monitor, with subjects seated 75 cm away in a dark room. We ran our experiments in MATLAB, using the Psychophysics Toolbox (Brainard, 1997). Eye movements were recorded at 240 Hz using an ISCAN RK-464 video-based eye tracker for the purposes of later quantitative modeling of the number of fixations to find the target. The search displays consisted of a number of items (the “set size”), consisting of either all distractors (target-absent trial) or one target and the rest distractors (target-present trial). Target-present and target-absent displays occurred with equal probability.

Each search task had four set size levels: 1, 6, 12, or 18 total items. Stimuli were randomly placed on 4 concentric circles, with added positional jitter (up to 1/8th degree). The radii of the circles were 4, 5.5, 7, and 8.5 degrees of visual angle (v.a.) at a viewing distance of 75 cm. Each stimulus (target or distractor) subtended approximately 1 degree v.a. Sample target-present stimuli for two of the conditions, Q among Os and T among Ls, are shown in Figure 3a, for set size = 18.

On each trial, the search display was presented on the computer screen until subjects responded. Subjects indicated with a key press whether each stimulus contained or did not contain a target and were given auditory feedback. If the subject made an error, another trial was added to the block to replace that trial. Thus, each subject finished 144 correct trials for each search condition (72 target-present and 72 target-absent), evenly distributed across four set sizes. The order of the search conditions was counterbalanced across subjects and blocked by set size. (While blocking by set size is less standard than randomizing, one could argue that blocking is a better strategy as it allows one more control over what the observer knows about the stimulus and task. In comparing our results to those in the literature, there seems to be little effect of blocking on the conclusions drawn in this paper.)

Methods, mongrel task: Discriminating target + distractor from distractor-only patches using summary statistics

Subjects

The discrimination task was carried out by five subjects (4 males). Subjects’ ages ranged from 18 to 45 years. All reported normal or corrected-to-normal vision and were paid for their participation.

Stimuli and procedure

To measure the discriminability between target + distractor and distractor-only patches using only summary statistics, we used the following methodology. First, we generated 10 unique distractor-only and 10 unique target + distractor patches for the 5 visual search conditions described above (Figure 4, columns 1 and 2).

For each patch, we then synthesized 10 new image patches that closely match the same summary statistics as the original patch (Figure 4, last 4 columns), using Portilla and Simoncelli’s (2000) texture synthesis algorithm with 4 scales, 4 orientations, and a neighborhood size of 9. (This choice of parameter settings leads to measurement of approximately 1000 summary statistics per patch.) This algorithm first measures a set of wavelet-based features at multiple spatial scales, then computes a number of summary statistics, including joint statistics that describe local relative orientation, relative phase, and wavelet correlations across position and scale. To synthesize a new texture, the algorithm then iteratively adjusts an initial “seed” image (often, as in this experiment, white noise, but any starting image may be used) until it has approximately the same statistics as the original image patch. The resulting texture-synthesized patch, which we call a “mongrel,” is nearly equivalent to the original input in terms of the summary statistics measured by the model.

These mongrels essentially give us a visualization of the information encoded in approximately 1000 local summary statistics. Without mongrels, getting intuitions about

![Figure 3. We replicated 5 classic search experiments. (a) Sample stimuli for search for Q among Os (left) and for T among Ls (right), set size = 18. (b) Mean reaction times (RTs) for correct trials, averaged across subjects. Error bars show standard errors. The legend gives the slopes of the RT vs. set size functions. (c) Error rates on target-present and target-absent trials, for each combination of set size and search condition.](https://jov.arvojournals.org/pdfaccess.ashx?url=/data/journals/jov/932804/ on 10/22/2018)
the available information is quite difficult. In addition, mongrels enable a methodology for testing our model. The general logic is this: We can generate a number of mongrels that share the same local summary statistics as each original stimulus. The model cannot tell these mongrels apart from the original, nor from each other. If these images are confusable, as the model suggests, how hard would a given task be? For example, consider the mongrels in Figure 4c. The two on the left contain the same summary statistics as an image with one T and 5 Ls. The two on the right share summary statistics with an image with 6 Ls. Yet it is difficult to distinguish between the two pairs. This suggests that if our model is correct, it would be quite difficult to find a T among Ls. In fact, quite powerfully, we can gain intuitions about the impact of our model on higher level visual tasks without needing a model of higher level vision. We do not need to build an “all Qs” vs. “Qs plus O” discriminator; a simple visual inspection of mongrels like Figure 4d suggests that our model predicts that this task will be difficult.

The value of such intuitions should not be underestimated. However, it is desirable to formalize them into more quantitative predictions. We do this by replacing the subjective assessment of mongrels with a discrimination task. First, we synthesize a number of mongrels. Then, for the case of search, we ask observers to discriminate between mongrels from target-present patches and mongrels from target-absent patches. We use the mongrel discrimination performance as a measure of the informativeness of the summary statistics for the given task. This procedure allows us to generate testable model predictions for a wide range of tasks. We have previously used this
methodology to study a number of visual crowding tasks and shown that the model can predict performance on those tasks (Balas et al., 2009). (See our FAQ, http://persci.mit.edu/mongrels/about.html, for more discussion of why we favor this methodology.)

During each trial, a mongrel was presented at the center of the computer screen until subjects made a response. Each mongrel subtended 3.8 × 3.8 degrees v.a. at a viewing distance of 75 cm. Subjects were asked to categorize each mongrel according to whether or not they believed a target was present in the original patch. We wish to determine the inherent difficulty discriminating target + distractor from distractor-only patches using summary statistics and, therefore, chose to optimize observer performance at this task: Subjects had unlimited time to freely view the mongrels. Observers viewed the mongrels at increased contrast, as in Figure 4. Contrast was increased using the Adobe Photoshop contrast adjustment, with a setting of 100. This keeps the Michelson contrast approximately the same but increases RMS contrast by 8–22%, depending on the content of the original image. Without increased contrast, pilot subjects reported confusion as to whether they should make use of lower contrast—but quite visible—image features (e.g., the “bar” on a “Q” often appears lower contrast in mongrels than the “O” part). In the pilot experiment, this adjustment reduced training time for naive subjects, without affecting asymptotic performance. See Figures 4 and 8 for contrast-enhanced vs. non-enhanced mongrels.

Each of the five conditions (corresponding to one of our search tasks) had a total of 100 target + distractor and 100 distractor-only patches to be discriminated in this mongrel task, with the first 30 trials (15 target + distractor and 15 distractor-only) serving as training, to familiarize observers with the nature of the stimuli. Observers received auditory feedback about the correctness of their responses throughout the experiment.

Here is our operational hypothesis: (1) that given a fixed set of summary statistics, one can generate mongrels with approximately the same statistics as each given image patch; (2) that we let observers view those mongrels however they like (freely moving their eyes, for as long as they wish), so as to derive as much information from them as they can; and (3) that the discriminability of target-present from distractor-only mongrels will predict search performance.

Results

Search difficulty

As is standard in the search literature, we quantify search difficulty as the slope of the best-fit line relating mean reaction time (RT) to the number of items in the display. Only correct trials were included in this analysis. Figure 3b plots the mean reaction time against set size of search display, along with the best linear fit. The results are shown in the legend of Figure 3b. These results are consistent with previously reported search studies.

Mongrel discriminability

Before presenting the quantitative results of our experiments, it is worth examining the mongrels in more detail. Since the set of mongrels corresponding to a given stimulus share the same statistical representation, viewing them allows us to see the confusions and ambiguities inherent in the representation.

Consider “feature search” for a tilted line among verticals (Figure 4a), a task known to be easy (Kanwisher, 1991; Treisman & Gelade, 1980; Treisman & Schmidt, 1982). The target + distractor mongrels for this condition clearly show a target-like item, whereas the distractor-only mongrels do not. Patch discrimination based on statistics alone should be easy, predicting easy search. We predict that this task should be possible in the periphery, without moving one’s eyes.

Conjunction search for a white vertical among black verticals and white horizontals shows some intriguing “illusory conjunctions” (Treisman & Gelade, 1980; Treisman & Schmidt, 1982)—white verticals and black horizontals (Figure 4b). This makes the patch discrimination task more difficult than for our feature search example and correctly predicts more difficult search. Pelli, Palomares, and Majaj (2004) have previously suggested that many of the illusory conjunction results in the literature may actually be due to crowding rather than to a lack of “focal attention.” That our model of crowding (Balas et al., 2009) predicts such illusory conjunctions provides additional evidence for this claim.

Search for a T among Ls (Figure 4c) is known as a difficult “configuration search” (Wolfe et al., 1989). In fact, the mongrels for this condition show T-like items in some of the distractor-only patches and no T-like items in some of the target + distractor mongrels. Patch discrimination based on statistics looks difficult, predicting difficult search. Similarly, search for O among Qs appears quite difficult according to the statistical representation (Figure 4d), but mongrels for a search for Q among Os (Figure 4e) contain evidence of Qs in the target + distractor mongrels, predicting an easier search (Treisman & Souther, 1985).

Performance of the mongrel task in each condition was described by discriminability, $d'$, computed in the standard way: Using the correct identification of a target + distractor mongrel as a Hit and the incorrect labeling of a distractor-only mongrel as a False Alarm,

$$d' = z\text{(Hit rate)} - z\text{(False Alarm rate)}, \quad (1)$$

where $z(p)$ indicates the $z$-score corresponding to proportion $p$. This measure of the discriminability of the mongrel images gives us a measure of the discriminability...
of target + distractor from distractor-only patches based on their summary statistics, here referred to as the mongrel discriminability.

Our model proposes that to a first approximation, discriminability based on summary statistics should predict whether a given search task is difficult or not. Specifically, when distractor-only patches have summary statistics that are not easily discriminable from target + distractor ones, the corresponding search task should be difficult, and vice versa. To examine our model’s prediction, we carried out correlation analysis between each task’s search reaction time slope and corresponding mongrel discriminability. Figure 5a plots \( \log_{10}(\text{search slope}) \) on these 5 tasks versus \( \log_{10}(d') \) from our mongrel experiment. The data show a clear relationship between search performance and the mongrel discriminability of target + distractor from distractor-only patches \( (R^2 = 0.99, p < 0.001) \). The significant relationship echoes the insights gleaned from viewing the mongrels and agrees with our predictions. When it is difficult to discriminate between target + distractor patch statistics and distractor-only statistics, search is inefficient; when the statistics are easy to discriminate, search is efficient.

The results of Experiment 1 demonstrate the feasibility of thinking of visual search in terms of summary statistic representation in peripheral vision. However, Experiment 1 was a test of a simplified version of the model, in which all patches contained the same number of items, with roughly the same spacing, and so on. In Experiment 2, we examine the discriminability of more realistically variable patches.

In the full version of the Texture Tiling Model, the visual input is tiled with overlapping pooling regions whose size grows with distance from the point of fixation (patch eccentricity). As a result, the size and contents of each pooling region in a search display depend on the exact display and the current fixation and may vary considerably from patch to patch. It is likely that peripheral discriminability varies depending on the contents of a patch as well.

Previous studies have demonstrated that visual search performance can be substantially influenced by factors like heterogeneity among distractors (Nagy & Thomas, 2003) and the number of distractors and their spacing around the target (Reddy & VanRullen, 2007; Wertheim et al., 2006). Peripheral discriminability decreases as the number of items in the peripheral patch goes up (Levi,
though the magnitude of this effect likely depends on the task as well as the contents of the patch.

In Experiment 2, we mimic some of the variability in patches of a search display by measuring the peripheral discriminability of target + distractor from distractor-only patches as a function of the number of items in each patch (the numerosity). We then measure the mongrel discriminability of patches of varying numerosity and show that it is predictive of peripheral discriminability as well as of search.

Methods

Subjects

A new group of five subjects (four male) participated in this task. Subjects’ ages ranged from 20 to 26 years (Mean = 22.8). All subjects provided written informed consent and were paid for their participation. Subjects took part in both the peripheral discriminability and mongrel tasks.

Stimuli and procedures, peripheral discrimination task

We ran a peripheral discrimination task corresponding to each of the five search conditions in Experiment 1. On each trial, a peripheral patch appeared on the computer display at an eccentricity of 12 degrees v.a. Each target or distractor subtended approximately 1 degree v.a. If present, the target was always located at the center of the peripheral patch, and we instructed subjects to that effect. This task requires peripheral discrimination, and not visual search. The goal was to measure the effect of crowding upon difficulty distinguishing between target + distractor and distractor-only peripheral patches.

The surrounding distractors appeared evenly spaced on a notional circle of radius 2.8 degrees v.a from the target. Thus, the distractors lay within the critical spacing of visual crowding (Bouma, 1970) and within the range of distances between neighboring items in the search displays of Experiment 1. In addition, each peripheral patch was further flanked by a hexagonal array of asterisks (*), evenly spaced on a notional circle of radius 7 degrees v.a.

from the target. The circle of asterisks helps localize the center of the patch, i.e., the location of the possible target.

For each condition, we ran four different numerosity levels, with the peripheral patch containing 2, 3, 4, or 5 items. That is, on target-present trials, a target was flanked by 1, 2, 3, or 4 distractors; on target-absent trials, the center of the peripheral patch was occupied by a distractor, with the rest kept the same as target-present trials. Examples of peripheral patches in the crowding task with varying densities are shown in Figure 6.

Figure 6. Sample peripheral patches used in the crowding task. From left to right are patches with numerosities of 2, 3, 4, and 5.

Subjects were asked to maintain their fixations on the central fixation point of the screen throughout each trial, and we informally monitored their eye movements, using a video camera, to confirm that they complied. The observers had no prior knowledge about on which side (left or right) the patch would appear, as this varied randomly from trial to trial. This, plus the 180 ms presentation time, discouraged eye movements toward the target. Brief presentation time has been commonly used in tasks involving peripheral vision (e.g., Balas et al., 2009; Carrasco et al., 1995; Carrasco & Frieder, 1997; Carrasco et al., 1998). The task was to respond if a target was present in the center of the peripheral patch or not.

Each subject completed 100 trials for each numerosity level in each condition, half of which were target present. The first 20 trials among the 100 trials were treated as practice and were excluded from data analysis. Trials were blocked by condition, with the order of the five conditions randomized for each subject.

Stimuli and procedures, mongrel task

How does the mongrel discriminability of patches vary with the number of items in the patch, and is this mongrel discriminability predictive of actual peripheral discriminability of the crowded patches? To answer these questions, we also conducted a set of mongrel tasks corresponding to the peripheral tasks described above. For these tasks, we generate mongrels of patches sampled from the actual search displays in Experiment 1. For each of the five search conditions tested in Experiment 1, we randomly sampled patches with a size of 6.4 × 6.4 degrees v.a.,
The patch was a target and the rest were distractors. For target + distractor patches, one item in distractor-only patches, all items in the patch were contained partial items, as in the peripheral task. For or 5 items (Figure 8, columns 1 and 2) and no patches displays would not.

The peripheral task served to help localize the possible target location but were placed quite far from the target. The asterisks in the peripheral task, contained no asterisks. The asterisks in the peripheral task of Experiment 1, as in Figure 7. Although studies have found spatial pooling regions to be elongated radially and more elliptical in shape (Toet & Levi, 1992), these square patches still closely capture the nature of the pooling region contents and are more convenient computationally.

The patches for the mongrel task, unlike the displays for the peripheral task, contained no asterisks. The asterisks in the peripheral task served to help localize the possible target location but were placed quite far from the target. A Bouma’s Law-sized pooling region centered on the target would not include any asterisks, just as the search displays would not. We constrained the numerosity of patches to 2, 3, 4, or 5 items (Figure 8, columns 1 and 2) and no patches contained partial items, as in the peripheral task. For distractor-only patches, all items in the patch were distractors; for target + distractor patches, one item in the patch was a target and the rest were distractors.

We extracted 10 distractor-only and 10 target + distractor patches for each numerosity level in each search condition. We blurred these patches in order to mimic the acuity loss for a Landolt C at 7 degrees eccentricity (Rodieck, 1998). (Gaussian blur with $\sigma \approx 0.04$ degrees v.a. To mimic presentation at, say, 12 degrees eccentricity, one would instead blur with $\sigma \approx 0.06$ degree v.a. Both of these blurs are inconsequential for the stimuli in our experiments; acuity is not the limiting factor.) For each patch, we synthesized 10 mongrels that share approximately the same summary statistics as the original patch, as described for the mongrel task in Experiment 1. The two rightmost columns of Figure 8 show sample Q among O mongrels.

The original patches in this experiment precisely capture the item arrangement, crowdedness, and the ratio of item size to patch size in our search displays. The resulting mongrels are hence less dense than the mongrels in Experiment 1. Aside from this difference in density, the mongrels in Experiments 1 and 2 look qualitatively similar. The mongrels viewed by the observers were increased in contrast as in the previous experiment; Figure 8 shows mongrels prior to contrast enhancement.

During the mongrel task, stimuli were presented on a 51 cm \( \times \) 32 cm monitor, with subjects seated 61 cm away. Each mongrel subtended 6.4 \( \times \) 6.4 degrees (v.a.). Subjects free-viewed the mongrels for unlimited time and were asked to respond if a target was present in the original patch. Note that even though the peripheral discriminability task uses limited viewing time—largely to limit eye movements—we continue to use unlimited viewing time for the mongrel task. This is because the purpose of the mongrel task is to determine how informative our model’s summary statistics are for a given task—what is the best one can expect to do, given the hypothesized available information. Therefore, we allow free-viewing to optimize observer performance. If, in the future, one wanted to explicitly model the effect of peripheral viewing time on performance, this would best be done by making the information available in the model a function of peripheral viewing time rather than through limiting the viewing time of mongrels.

For each of the five search conditions, each numerosity level (2, 3, 4, or 5 items in patch) had 100 distractor-only and 100 target + distractor mongrels to be discriminated, with the first 30 trials (15 target + distractor and 15 distractor-only) serving as practice and excluded from analysis. The trials were blocked by condition, with the order of five conditions randomized for each subject. All other experimental procedures and parameters were the same as those used in the mongrel task of Experiment 1.

![Figure 7](https://jov.arvojournals.org/pdfaccess.ashx?url=/data/journals/jov/932804/ on 10/22/2018)

**Figure 7.** Schematic illustration of sampling of patches from actual search displays, for mongrel synthesis. Each sampled patch has a size of 6.4 \( \times \) 6.4 degrees v.a. and was located at an eccentricity of 7 degrees v.a. on the original search display.

### Results

**Peripheral discrimination**

Performance in the peripheral discrimination task was measured as peripheral discriminability, $d'$. We first examined how patch numerosity affects peripheral $d'$. We computed $d'$ separately for each numerosity level in each of the five conditions. Figure 9a presents the peripheral $d'$ in each of the five conditions. Consistent with previous report (Levi, 2009; Pöder & Wagemans, 2007), we found that patch numerosity does have an impact on peripheral discriminability. Except for the easiest condition, Tilted among Vertical, all the other four conditions demonstrated a significant linear decrease in $d'$:
Figure 8. Sample target + distractor and distractor-only patches (columns 1 and 2) used in Experiment 2. Patches were sampled from search displays from Experiment 1. For each patch, we synthesized 10 mongrels (columns 3 and 4), having approximately the same summary statistics. We sampled patches with four numerosity levels (2, 3, 4, and 5 items), shown in (a)–(d).

Figure 9. (a) Peripheral $d'$, plotted vs. patch numerosity, for each of the five conditions. (b) Mongrel $d'$, plotted vs. patch numerosity, for each of the five conditions. Solid lines present linear fit to each condition’s $d'$. The rightmost markers show mongrel $d'$ obtained in Experiment 1. Error bars are within-subject standard errors of mean $d'$. 
Conjunction search, \( F(1, 4) = 7.01, p < 0.05 \); T among Ls, \( F(1, 4) = 100.18, p < 0.001 \); O among Qs, \( F(1, 4) = 21.77, p = 0.01 \); and Q among Os, \( F(1, 4) = 26.46, p = 0.007 \).

It is worth noting that in the two most difficult conditions (T among Ls and O among Qs), peripheral discriminability decreased dramatically as numerosity increased from 2 to 3, followed by a fairly flat slope for numerosities 3 through 5. A numerosity of 2 may be a special case in our peripheral discriminability experiment: One may place a Bouma’s Law-sized pooling such that it includes the central array item (potentially the target) and no other items other than perhaps the flanking asterisks (see Figure 6, panel 1). For numerosity = 2, the peripheral \( d' \) measured in Experiment 2 might overestimate the peripheral discriminability during visual search, when other search items may be present outside the patch.

**Mongrel discriminability**

Performance in each mongrel task allows us to measure a mongrel \( d' \). Figure 9b plots mongrel \( d' \) results in the five conditions against patch numerosity. Overall, mongrel discriminability resembles the pattern of peripheral discriminability (Figure 9a). Figure 10 plots peripheral \( d' \) vs. mongrel \( d' \). Performance was quite similar in the two tasks and highly correlated \((R^2 = 0.84, p < 0.001)\). The information available in our proposed summary statistic representation is quite predictive of peripheral patch discriminability.

Mongrel discriminability overall shows a decreasing trend as the number of items in a patch increases. Repeated-measures ANOVA showed a significant effect of numerosity, \( F(3, 12) = 26.81, p < 0.001 \). In addition, we find a significant two-way interaction of numerosity \( \times \) condition, \( F(12, 48) = 9.40, p < 0.001 \). Specifically, the three most difficult search conditions, T among Ls, O among Qs, and conjunction search, all show a significant downward trend as a function of numerosity (conjunction search, \( F(1, 4) = 62.26, p < 0.001 \); T among Ls, \( F(1, 4) = 16.03, p < 0.001 \); O among Qs, \( F(1, 4) = 13.38, p < 0.001 \)). Conjunction search showed the most dramatic decrease in \( d' \) with patch numerosity. Examination of the mongrels for this condition suggests for higher numerosity patches, mongrels more likely contain illusory conjunctions, and thus subjects more often committed false alarms on distractor-only mongrels.

We observed no effect of numerosity on our two easier search conditions, tilted among vertical (\( p = 0.44 \)) and O among Qs (\( p = 0.10 \)). In feature search for a tilted line among vertical, the easiest condition, even when mongrels were fairly crowded (number of items = 5), subjects still maintained high discriminability (\( d' = 3.98 \)) of target + distractor mongrels relative to distractor-only ones.

Do these new measurements of mongrel discriminability predict search difficulty, as we showed in Experiment 1? To test our model’s prediction, we computed an overall mongrel discriminability for each condition by aggregating each subject’s performance across all trials (lumping together all numerosities) in Experiment 2. Replicating the finding in Experiment 1, \( \log_{10}(\text{search slope}) \) is significantly correlated with \( \log_{10}(\text{aggregate mongrel } d') \) \((R^2 = 0.87, p = 0.02)\; \text{see Figure 5b}\).

In summary, Experiment 2 shows that mongrel discriminability is indeed predictive of peripheral discriminability for the stimuli of our 5 search conditions. Patch numerosity has a detrimental effect on both peripheral discriminability and mongrel discriminability, particularly in more difficult conditions. When mongrels are created from patches extracted directly from the search task, there still exists a significant relationship between search difficulty and mongrel discriminability, in agreement with our model prediction.

We have argued that the visual system’s task in visual search is not to distinguish between individual targets and distractors but rather to discriminate between sizable, crowded patches that may contain multiple items. Furthermore, we have argued, both in this paper and in Balas et al. (2009), that those patches are represented by a rich set of summary statistics. Experiments 1 and 2 lend credence to this view of search, by demonstrating that mongrel discriminability of crowded target + distractor and distractor-only patches can predict the qualitative difficulty of a set of classic search tasks. Furthermore, this discriminability was predictive of peripheral discriminability of such patches.

![Figure 10: Peripheral d’ vs. statistical d’](https://jov.arvojournals.org/pdf/access.ashx?url=data/journals/jov/932804/)

**Discussion**

Many of the fundamental puzzles of visual search are puzzles because of an implicit assumption that the visual system’s task is to discriminate between an individual
target and an individual distractor. The difference between feature and conjunction search, search asymmetries, and other issues all indicate that search is not about discrimination of individual items. We suggest, instead, that search hinges on the performance of peripheral vision in directing our eye movements to the target and that peripheral vision operates not on individual items but on patches that may contain multiple items. Intuitively, the capabilities and limitations of peripheral vision should have a significant impact on search performance, and one must assess this impact before one can make sense of what other factors—such as selective attention—may influence search.

If search involves discriminability of peripheral patches, this correctly predicts that search depends on spacing of the display items (Wertheim et al., 2006), as visual crowding in the periphery depends strongly on such spacing (Bouma, 1970). One would also expect distractor heterogeneity to negatively impact search performance in many cases (Duncan & Humphreys, 1989), as such heterogeneity would decrease the fidelity with which a patch could be represented by a limited number of statistical parameters. Furthermore, thinking of search in terms of patch discriminability instead of single-item discriminability sheds light onto the fundamental puzzle of why search asymmetries are so common (Treisman & Gormican, 1988; Treisman & Souther, 1985; Wolfe, 2001). In searching for an O among Qs, we must essentially distinguish a patch containing an O and multiple Qs from a patch containing all Qs. In searching for a Q among Os, we must discriminate a patch containing a Q and multiple Os from a patch containing all Os. For an arbitrary measurement made by the visual system on such patches, there is no reason why these two tasks should be equivalent. Asymmetries should be everywhere, which is basically what researchers have found. For sparse items, many asymmetries should go away (and do—see Wertheim et al., 2006), as many patches will contain only one item. Exceptions might include search involving tilted and vertical lines (Carrasco & Frieder, 1997), perhaps attributable to greater uncertainty in representing different orientations (Vincent, 2011), and might also include search tasks involving complex stimuli.

We have gone beyond merely suggesting that the quirks of peripheral vision provide a key determinant of search performance, by developing a testable model of representation in peripheral vision. In particular, we have proposed that the visual system, whether for reasons of efficiency, limited cortical real estate, or an information bottleneck (Nakayama, 1990), represents the periphery using a rich, fixed set of local summary statistics: the marginal distribution of luminance; luminance autocorrelation; correlations of the magnitude of responses of oriented, multi-scale wavelets, across differences in orientation, neighboring positions, and scale; and phase correlation across scale. These hypothesized statistics are a good initial guess for our model, though ultimately, determining the right set of summary statistics will require the study of many different stimuli and tasks, not just visual search.

The proposed statistical representation, while it does not allow perfect reconstruction of the periphery, nonetheless captures much useful information, which can help guide our eye movements as we look for objects of interest and explore the world around us. We have shown that discriminability of target-present from target-absent patches, based on this statistical representation, is predictive not only of peripheral discriminability of crowded patches but also of search performance.
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Footnote

1Our model hypothesizes that only a particular set of summary statistics get through the bottleneck of vision. We suggest that a major factor in search performance arises from whether this available information allows discrimination of target + distractor from distractor-only patches. However, in certain cases, differences in search performance may also arise from processing differences at later stages of vision. For instance, peripheral recognition of letters may be better than that of non-letter symbols due to much more training on the overlearned letters rather than due to there being more information available at early stages for the letter task.
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