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Visual working memory (VWM) is a highly limited storage system. A basic consequence of this fact is that visual memories cannot perfectly encode or represent the veridical structure of the world. However, in natural tasks, some memory errors might be more costly than others. This raises the intriguing possibility that the nature of memory error reflects the costs of committing different kinds of errors. Many existing theories assume that visual memories are noise-corrupted versions of afferent perceptual signals. However, this additive noise assumption oversimplifies the problem. Implicit in the behavioral phenomena of visual working memory is the concept of a loss function: a mathematical entity that describes the relative cost to the organism of making different types of memory errors. An optimally efficient memory system is one that minimizes the expected loss according to a particular loss function, while subject to a constraint on memory capacity. This paper describes a novel theoretical framework for characterizing visual working memory in terms of its implicit loss function. Using inverse decision theory, the empirical loss function is estimated from the results of a standard delayed recall visual memory experiment. These results are compared to the predicted behavior of a visual working memory system that is optimally efficient for a previously identified natural task, gaze correction following saccadic error. Finally, the approach is compared to alternative models of visual working memory, and shown to offer a superior account of the empirical data across a range of experimental datasets.

Introduction

The theoretical construct of a loss function features prominently in research on perception and motor control (Körding, 2007; Körding & Wolpert, 2004; Ma, 2012; Maloney & Zhang, 2010; Wolpert & Landy, 2012). Informally, a loss function encapsulates the idea that the brain prefers certain outcomes over others, and in the presence of noise or stochasticity (Green & Swets, 1989), would prefer to make certain types of errors rather than others. For example, in reaching to grasp or touch an object, overshooting the intended target may be more costly than undershooting, such as when a child accidentally knocks over a glass of milk. In cases such as this, motor noise and error have strong implications for movement planning and execution (Harris & Wolpert, 1998; Knill, Bondada, & Chhabra, 2011; Liu & Todorov, 2007; Trommershäuser, Landy, & Maloney, 2006; Trommershäuser, Maloney, & Landy, 2003), as well as the coordination of eye movements and motor control (Battaglia & Schrater, 2007; Sims, Jacobs, & Knill, 2011). Even in the absence of external constraints, the metabolic expenditure of movement also imposes costs that influence planned movements (Donelan, Kram, & Kuo, 2002; Huang, Kram, & Ahmed, 2012). Experimenter-imposed loss functions have also been demonstrated to influence behavior in perceptual judgment tasks that do not involve motor control or planning (Landy & Mamalis, 2007; Whiteley & Sahani, 2008).

This paper examines the implicit loss function of visual working memory. Like motor control, visual working memory is a system that is fundamentally subject to noise and error. If briefly shown a visual feature, such as an oriented line or color patch, the subsequent visual memory of the feature will be imprecise. Presumably, misremembering the orientation of a line segment by 6° is worse than a memory error of 3°. But how much worse? Different loss functions imply different relationships between physical error (the difference between the true feature and recalled feature), and the subjective cost or disutility of error. A fundamental result demonstrated in this paper is that when visual working memory is constrained in capacity, the form of the loss function has strong implications for the optimal distribution of memory errors.

Given the importance of visual working memory in many natural tasks (Hollingworth, Richard, & Luck, 2008), there is good reason to believe that the shape of the error distribution in visual working memory is not

derivation of the loss function is substantially different from that memory paradigm (Experiment 1). The empirically derived loss function of visual working memory based on (Körding, 2007), which concerns the design of optimal, but capacity-limited information channels. This result follows from the application of a branch of the field remains a long way from this goal, considerable progress has been made in recent years (for a recent review, see Brady, Konkle, & Alvarez, 2011). In particular, a growing consensus in the literature indicates that visual working memory performance is determined by the interaction of at least two factors: the number of features that are concurrently stored (the set size effect), and the statistical complexity of visual information.

Concretely, the present paper makes several contributions to research in visual working memory. First, for a task that is sufficiently well-specified—meaning an explicit cost function can be stated—it is possible to derive the corresponding optimal visual working memory system for that task (described in Methods). This result follows from the application of a branch of information theory known as rate-distortion theory (Berger, 1971), which concerns the design of optimal, but capacity-limited information channels.

Second, by adopting inverse decision theory (Körding, 2007), I show that it is possible to estimate the loss function of visual working memory based on empirical data collected in a standard visual working memory paradigm (Experiment 1). The empirically derived loss function is substantially different from that which has implicitly been assumed by many other models of visual working memory.

Finally, I demonstrate that a simple model developed in the decision-theoretic framework offers a precise quantitative explanation for human performance across seven previously published datasets (Experiment 3). This model is shown to compare favorably to a large number of alternative models of visual working memory (van den Berg et al., 2014), while incorporating fewer mechanisms and assumptions.

In the following section, I briefly review research on two factors known to influence memory error in visual working memory. These factors motivate an explanation of visual working memory in terms of information-theoretic and decision-theoretic constructs, including that of a loss function.

Understanding error in visual working memory

Unlike a photograph, the contents of visual working memory do not reflect a veridical and complete representation of the visual world (Rensink, 2002). A primary goal of research in visual working memory is to understand how and why this memory system is limited, both at the neural and behavioral level. While the field remains a long way from this goal, considerable progress has been made in recent years (for a recent review, see Brady, Konkle, & Alvarez, 2011). In particular, a growing consensus in the literature indicates that visual working memory performance is determined by the interaction of at least two factors: the number of features that are concurrently stored (the set size effect), and the statistical complexity of visual information.
Regarding the set size effect, numerous experiments on the recall of simple visual features—such as oriented line segments, Gabor patches, or color patches—have shown that there is a tradeoff between the number of items stored in visual working memory, and the precision of the memory representation. People can store more items in visual working memory, but with lower precision; alternatively, memory can store fewer items with greater precision (Bays & Husain, 2008; Palmer, 1990; van den Berg et al., 2012; Wilken & Ma, 2004; Zhang & Luck, 2008). Although there is much debate concerning the precise nature of this tradeoff (see Luck & Vogel, 2013; Ma, Husain, & Bays, 2014), the basic effect is well established. In many existing models of visual working memory, this change in precision is modeled by increasing the variance of memory noise. Van den Berg et al. (2014) compared 32 distinct models of visual working memory for features in a circular domain (such as line orientation, or color defined within a circular space). In all models considered, the memory estimate of a feature was assumed to be a sample from a von Mises distribution (a circular analog to the Gaussian distribution), and the key question was how the variance of this noise distribution changed with increasing set size. The theoretical justification for a von Mises distribution (vs. some other noise distribution) was not considered, though one class of models (known as the variable precision model, details discussed further below) was motivated by the observation that a von Mises distribution, without positing additional mechanisms, offers a poor fit to the empirical data.

Regarding the effects of statistical complexity on memory error, the brain is able to exploit regularities in visual features in order to increase performance. For example, oak leaves all share a basic pattern: the angular orientation and size of the lobes are not entirely unpredictable, but tend to fall within a limited range. Similarly, certain colors are more likely for leaves than others (shades of red and green vs. purple and blue). Implicit or explicit knowledge of these statistical regularities aids visual working memory. In particular, introducing statistical correlations among different features increases memory performance (Brady, Konkle, & Alvarez, 2009), and increases or decreases in the variance of features also impacts the precision of visual memory representations (Sims, Jacobs, & Knill, 2012). Expertise within a domain (such as the ability to recognize birds or cars) also aids visual memory for objects taken from the domain of expertise (Curby, Glazek, & Gauthier, 2009). Alvarez and Cavanagh (2004) adopted a different metric for visual object complexity based on reaction time in a visual search task, but also found that complexity and memory performance are closely connected. All of these findings suggest a close link between statistical learning ability and visual working memory (Orhan, Sims, Jacobs, & Knill, 2014).

Recently, it has been shown (Sims et al., 2012) that the mathematical framework of information theory (Shannon & Weaver, 1949) offers a parsimonious explanation for simultaneous effects of set size and statistical complexity in visual memory performance. According to this framework, visual working memory is a capacity-limited information storage system, where capacity can be quantified and measured in units of bits. 1 Intuitively, increasing the number of items stored concurrently leaves less capacity available to code each item, and increasing the statistical complexity of visual features requires a greater capacity in order to maintain the same level of memory precision.

A fundamental aspect of this theoretical framework is the hypothesis that human visual memory approximates an efficient information storage system. According to this hypothesis, visual working memory is limited in capacity, but yet simultaneously efficient, in the sense of making the most of its limited resources (Orhan et al., 2014). This same principle has been highly productive in sensory neuroscience, where it forms the basis of the efficient-coding hypothesis (Barlow, 1961; Geisler, 2008; Simoncelli & Olshausen, 2001). In the present paper, I explore a corresponding efficient memory hypothesis. In particular, if visual working memory is efficient, then by definition it must be efficient according to some particular loss function. In previous work (Sims et al., 2012), the assumption was made that the brain attempts to minimize a quadratic loss function in visual working memory (minimizing the squared error between actual, and remembered visual features). This assumption simplified the mathematical development of the model, but was not motivated by any theoretical consideration. Thus, the empirical loss function remains an open question.

In the next section, I formally define the connection between information-theoretic memory capacity, the statistics of visual features, and loss functions. I then demonstrate how these three factors define an optimally efficient visual working memory.

Information-theoretic and decision-theoretic foundations of visual working memory

If \( x \) indicates a particular visual feature (such as a spatial position or orientation), and \( y \) indicates the recalled value for the feature, then a loss function is a mathematical function that assigns a cost to the outcome where \( x \) is remembered as \( y \): \( \rho(x, y) \rightarrow [0, \infty) \). Simple choices for the loss function are linear, \( \rho(x, y) = |y - z| \), or quadratic functions, \( \rho(x, y) = (y - z)^2 \). Further, the present paper will restrict its attention to
symmetric difference loss functions, such that \( \rho(x, y) = f(z) \), where \( z = |y - x| \) is the absolute memory error.\(^2\)

Note that the mathematical framework in general is not limited by this restriction, and examining asymmetric loss functions represents an interesting avenue for further exploration.

With a particular loss function defined, the presumed goal of visual working memory is to minimize expected loss:

\[
L_\rho = \int \int \rho(x, y)q(y|x)p(x)dydx, \tag{1}
\]

where \( p(x) \) describes the statistical distribution of visual features, and \( q(y|x) \) gives the conditional probability distribution for memory; that is, the probability of recalling a visual feature \( x \) as the value \( y \). This approach closely follows a large body of previous work that has defined visual perception in the framework of Bayesian decision theory (Ma, 2012). In subsequent use, I will refer to the distribution as an information channel or memory channel.

The expected loss is trivially minimized when there is no memory error (\( y = x \) for all stimuli \( x \)). However, when the feature \( x \) is continuously distributed, this goal is unachievable, even in principle (this is a fundamental result of information theory; Shannon & Weaver, 1949). Mathematically, if \( p(x) \) and \( q(y|x) \) define an information source and information channel, then the average amount of information transmitted by this channel is given by the mutual information,

\[
I(q) = \int \int q(y|x)p(x)\log \left( \frac{q(y|x)}{q(y)} \right)dydx. \tag{2}
\]

Intuitively, one can think of this quantity as the average amount of uncertainty that is reduced about the value \( x \) after observing the channel output. When the logarithm is taken base 2, this quantity is measured in units of bits. The maximum rate of information transmission, across all possible distributions \( p(x) \), defines the capacity of a channel, \( C \). For a fixed information source, the channel can be measured via Equation 2 to transmit at an information rate \( R \leq C \).

With these elements in place, an optimally efficient memory channel (labeled \( q^* \)) is given by

\[
q^* = \arg \min_{q \in \mathcal{Q}} L_\rho(q),
\]

\[
q_R = \{ q : I(q) \leq R \}, \tag{3}
\]

where \( L_\rho(q) \) and \( I(q) \) refer to the expected loss, and mutual information associated with the channel \( q(y|x) \), given by Equations 1 and 2, respectively. This equation states that an optimal memory channel is one that minimizes the expected loss according to a particular loss function, while subject to the constraint that the amount of memory that it can store or transmit is at or below a specified limit. This equation is also the basis for the mathematical field of rate–distortion theory (Berger, 1971), which concerns the design and analysis of optimal, but lossy information channels.

The above equation defines an optimal memory channel. However, solving this equation is typically not straightforward. When the information source is continuously distributed, there exist analytical solutions only for special cases. Previous work (Sims et al., 2012) exploited one special case, applicable when the input distribution \( p(x) \) is Gaussian, and the loss function is assumed to be quadratic. However, a general solution is needed if the goal is to estimate the empirical loss function, rather than assume a particular function.

Fortunately, the above equations can be solved tractably for the discrete case—that is, when \( p(x) \) and \( q(y|x) \) are discrete rather than continuous probability distributions. While any convex optimization algorithm will work in principle,\(^3\) algorithms have been constructed that are particularly efficient for this application. One elegant algorithm (Blahut, 1972) can be used to efficiently solve for the optimal memory channel for a given information source, loss function, and constraint on information rate. This approach is illustrated in Figure 1.

A fundamental property of any information channel is its rate–distortion function, illustrated by the red curve in Figure 1. This function defines the minimum information rate necessary to achieve a desired level of memory error (or distortion) according to a specified
loss function. Decreasing expected loss (moving to the left along the $x$-axis) requires a corresponding increase in the rate of information transmission by the channel, as illustrated by the curve. If an upper bound is placed on channel capacity (illustrated by the horizontal line and shaded region), then an optimally efficient memory system is defined by the intersection of these two lines, illustrated by the plot marker in Figure 1. Blahut (1972, figure 3) derived an iterative algorithm for computing the rate–distortion curve for arbitrary discrete loss functions. This algorithm can be used to search for the point along the rate–distortion curve that satisfies Equation 3. In order to apply this algorithm to typical visual working memory experiments, it is only necessary to discretize the stimuli and responses with a suitably small bin size.

To illustrate this approach, I defined a discrete uniform distribution over the interval $[0, 2\pi]$ using 180 equal-sized bins. I then constructed optimal memory channels for storing samples from this distribution, where optimality was defined according to four different loss functions: an inverted cosine, $\rho(z) \sim (1 - \cos(z))$; linear, $\rho(z) \sim z$; a step function, $\rho(z) \sim \left[ z > \frac{\pi}{2} \right]$; and a quadratic function, $\rho(z) \sim z^2$. Note that only relative cost matters, so that the predictions are invariant to multiplying the loss function by a constant. Each loss function was therefore normalized to the range $[0, 1]$. I then computed the optimal memory channel for each of these loss functions, assuming two different constraints on memory capacity, either 1 or 3 bits. The results of this analysis are shown in Figure 2, which plots each loss function (left column), along with the predicted memory error distribution (the probability distribution for the quantity $y - x$).

As can be seen in the figure, when visual working memory is limited in capacity, the particular choice of loss function has strong implications for the shape of the memory error distribution. Each of the distributions in Figure 2 represents optimal performance, but they differ in the loss function for which they are optimal. A useful (but inexact) analogy is that of squeezing a balloon. Changing the loss function allows one to decrease the probability of certain errors, at the expense of increasing the probability of others. The memory capacity determines the maximum achievable performance of the model, but the loss function determines the particular pattern of errors that minimize costs. Although the inverted cosine (top row) and quadratic loss functions (bottom row) yield similar memory error distributions, they are subtly different: a cosine loss function leads to a sharper peak, and heavier tails than a quadratic loss function. The linear loss function (second row) yields an optimal memory distribution that exhibits even heavier tails. These differences in predicted behavior are potentially informative, as previously it has been noted (Fougnie et al., 2012; van den Berg et al., 2014; van den Berg et al., 2012) that the empirical error distribution in visual working memory is also more sharply peaked than the predictions of most existing models of visual working memory.

Figure 2. Comparison of four different loss functions (left column) and the resulting predictions for the optimal distribution of memory errors (right column). From top to bottom, the loss functions are an inverted cosine, linear, step, and quadratic functions. Each panel on the right shows the predicted behavior of an optimally efficient memory system, assuming a capacity constraint of either 1 or 3 bits.

Estimating empirical loss functions via inverse decision theory

So far it has been shown that a given loss function, probability distribution over visual features, and constraint on memory capacity jointly define an optimally efficient distribution of memory errors.
However, in some tasks the loss function may be undefined, such as in the delayed estimation paradigm (Zhang & Luck, 2008). Alternatively, the empirical loss function may deviate from that specified by the task. The latter possibility is especially likely in cases where laboratory tasks have limited relevance to natural tasks. Rather than assuming a particular loss function, one can infer or estimate an empirical loss function along with memory capacity. This is achieved by starting with the empirical observation of a pattern of memory errors, and assuming that the observed behavior is optimally efficient for some loss function. This approach, known as inverse decision theory, has previously been used to characterize the loss function of sensorimotor learning (Körding & Wolpert, 2004).

The likelihood of a given dataset, under a particular loss function and constraint on memory capacity, is given by the optimal memory channel, $q^*(y|x; \rho, R)$. By searching through the space of possible loss functions, one can determine the function that maximizes the likelihood of the observed data.

One complication in applying this approach is that the distribution $q^*$ is defined over discrete values. If the available data are continuous, a probability density can be obtained by using a piecewise uniform distribution with density

$$p(y|x) = \frac{1}{w} q^*(\lfloor y \rfloor | \lfloor x \rfloor; \rho, R).$$

(4)

The bracket notation $\lfloor \cdot \rfloor$ indicates a binned version of the data, and $w$ indicates the bin width. With a likelihood function defined, it is possible to recover the loss function by maximum likelihood estimation or Bayesian inference. To reduce the complexity of the inference process, one can specify a parameterized family of loss functions, $\rho(z; \theta)$, where $\theta$ are the parameters. An ideal candidate should be flexible (able to capture a wide range of different loss functions), while having a small number of parameters (to facilitate the inference process). In this paper, I adopted the following parametric family of loss functions:

$$\rho(z; \mu, \beta) = 1 - \frac{1}{1 + \left(\frac{\pi}{\mu} - 1\right)^\beta (\pi - z)^{-\beta}}. \tag{5}$$

This function is a reparameterization of that proposed by Gonzalez and Wu (1999) to flexibly model distortions in human probability weighting. The parameter $\mu$ determines the error magnitude $z$ at which the loss reaches half of the maximum value, while $\beta$ controls the steepness of the function around the point $\mu$. Figure 3 illustrates a number of different loss functions constructed from this family by varying the parameters $\mu$ and $\beta$. By varying the parameters, it is also possible to exactly meet or closely approximate each of the loss functions shown in Figure 2. With a parametric loss function defined, it is straightforward to estimate the parameters of this function, along with memory capacity, via maximum likelihood estimation. Appendix A reports a parameter recovery analysis, in which artificial datasets are generated, and the model-fitting procedure is examined to determine how well it is able to recover the parameters used to generate the data.

**Experiment 1: Measuring the empirical loss function in visual working memory**

An experiment was conducted to examine visual working memory error for two different visual feature dimensions: color and orientation. The goal of the experiment was to apply the formal tools of information theory and inverse decision theory to recover the empirical loss function of visual working memory. The experiment closely followed the methodology of a previous study (Fougnie, Asplund, & Marois, 2010;
experiment 1). In their experiment, Fougnie et al. examined how the precision of visual working memory varied depending on whether subjects were asked to remember the color, orientation, or both features of visual objects. It was found that when participants were asked to store both color and orientation of an object, memory precision was impaired relative to the case where only a single feature dimension was stored. From the perspective of the theoretical framework developed here, these results are interesting for a number of reasons. First, what is the loss function of visual working memory for a particular visual feature? To date, this question has not been examined. By looking at performance in a visual memory task that involves multiple visual features, it is also possible to examine whether the brain adopts distinct loss functions for color versus orientation. Additionally, the conjunction condition (when subjects are asked to remember both color and orientation) poses an interesting question. Are differences in memory precision due to a change in capacity, change in loss function (the relative weight given to different types of memory errors), or some combination of both? Intuitively, one might expect that attending to two visual features would leave less memory capacity available to store each one. However, predictions for possible changes in loss function are less clear-cut. Does changing the number of attended features influence the relative importance of committing different magnitudes of memory error?

**Methods**

**Participants**

Twelve undergraduate students at the University of Rochester participated in the experiment in exchange for monetary compensation. All were naïve to the purpose of the study.

**Apparatus and stimuli**

Participants were seated 40 cm from a 20-inch monitor with resolution set to 1,280 × 1,024 pixels. A chin rest was used to maintain stable head position. Participants were eye-tracked (EyeLink II; SR Research, Mississauga, ON, Canada) to ensure that no eye movements were made during stimulus presentation; saccades were detected online and trials with eye movements were repeated with new stimuli.

The stimuli consisted of two isosceles triangles (height = 1 cm, vertex angle = 30°), presented at an eccentricity of 6° visual angle, and 45° elevation above the fixation point (Figure 4). The orientation of each triangle was sampled independently from a circular uniform distribution. The color for each triangle was sampled from a circular uniform distribution defined in the CIE L*a*b color space, centered at (L = 54, a = 18, b = –8) with constant luminance, and radius (in the a–b plane) = 59.

**Procedure**

Trials in the experiment consisted of three types of blocks: color memory, orientation memory, and conjunction blocks. For the color and orientation blocks, participants were instructed to remember only the color or orientation of the triangles. Accordingly, participants were tested only on that feature. In conjunction blocks, participants were told to remember both the color and orientation of each triangle, and were randomly tested on either color or orientation. Each block consisted of 150 trials. Participants completed two experimental sessions, on separate days. Each session consisted of one orientation block, one color block, and two conjunction blocks. The order of the blocks within each session was randomized.

On each trial, two triangles were displayed for 1 s. After stimulus presentation, a blank screen was displayed for 500 ms, followed by a response wheel (Figure 1b and c). The response wheel was centered on the location of one of the two previously displayed triangles. Participants were instructed to use the computer mouse to adjust a white tick mark to match their memory for either the color or orientation of the triangle that was previously displayed at that location.

**Results and discussion**

The primary behavioral measure from this experiment is memory error, defined as the angular difference between the true feature value for a probed item, and the recalled value. Figure 5a plots the histogram of memory errors, pooled across all subjects, for each feature dimension (color vs. orientation) and in each memory load condition (single feature vs. conjunction). I also computed the circular variance and circular kurtosis (Fisher, 1995) of the error distribution for each subject. Changes in these summary statistics were tested by means of a 2 (feature) × 2 (memory load) ANOVA. Mean values for these summary statistics are shown in Figure 6.

Figures 5 and 6 illustrate that the shape of the error distribution differs substantially between color and orientation, with the error distribution for orientation more strongly peaked (higher kurtosis) than color. 

\[ F(1, 11) = 80.31, p < 0.001 \]

while also having lower variance, 

\[ F(1, 11) = 51.31, p < 0.001 \]

In addition, there were subtle differences between the error distributions for the single feature and conjunction conditions. To illustrate these differences, Figure 5b plots the difference in frequency of error between the single feature and conjunction conditions (conjunction – single
Compared to the single feature condition, the conjunction condition exhibits a relative decrease in small errors, with a corresponding increase in the “shoulders” of the error distribution. In terms of summary statistics (Figure 6), these changes correspond to both an increase in variance, $F(1, 11) = 12.83, p < 0.001$, and a decrease in kurtosis in the conjunction conditions, $F(1, 11) = 38.71, p < 0.001$, compared to the single feature conditions.

What factors can explain these changes in memory performance? In particular, are the differences due to changes in memory capacity across conditions, changes in the loss function, or some combination of both? To answer these questions, I fit variants of the model described by Equations 4 and 5 to the data from each participant, estimating the parameters by maximum likelihood. The data were discretized into 1,000 equal-width bins in order to apply the decision-theoretic framework. To investigate how model parameters did or did not vary across conditions, four different model factors were considered:

- **Factor A:** Is memory capacity constant across features (color vs. orientation)?
- **Factor B:** Is memory capacity constant across load conditions (single vs. conjunction)?
- **Factor C:** Is the loss function constant across features?
- **Factor D:** Is the loss function constant across load conditions?

Each binary factor distinguishes two different models, and the combination of all possible factors leads to a space of 16 distinct models. The models were evaluated based on their AIC score (Akaike, 1974), a measure of goodness-of-fit that penalizes models with more free parameters:

$$AIC = 2n - 2\log(L).$$  \(6\)
In the above equation, $n$ is the number of parameters in the model, and $\log(L)$ is the maximum log-likelihood value for the model. The model with the lowest relative AIC score is the preferred explanation for the data, and differences in AIC score can be interpreted in terms of the relative strength of alternative explanations. Burnham and Anderson (2004) suggest as a rough guideline that models with a difference in AIC value ($\Delta$AIC) $\leq 2$

Figure 5. (a) Histogram of memory recall errors, pooled across all subjects. The red and blue distributions correspond to the single feature and conjunction conditions of the experiment, respectively. (b) Difference in frequency of error between the single feature and conjunction conditions. Difference histograms were obtained by subtracting (conjunction – single feature) histograms in (a).

Figure 6. Summary statistics computed from the memory error distribution for each subject in each condition. Left panel: circular variance. Right panel: circular kurtosis. The plot markers indicate mean values, averaged across subjects; error bars indicate 95% confidence intervals. The red lines are based on simulated data generated from the best-fitting model.
have substantial support or evidence, models with $4 \leq \Delta \text{AIC} \leq 7$ have limited support, and models with $\Delta \text{AIC} \geq 10$ have "essentially no support" compared to the preferred model. As an additional check on the robustness and consistency of the model comparison, the 16 models were also evaluated, using two-fold cross validation, by successively fitting each model to one half of the data via maximum likelihood and examining the log-likelihood of the held-out data. The results of these analyses are provided in Table 1 and illustrated in Figure 7.

The results show that model 2 offers the strongest explanation for the data according to both AIC score as well as cross-validation. According to this model: (a) memory capacity is different for different visual features, (b) memory capacity differs with feature load, (c) the loss function differs for separate visual features, but (d) the loss function remains the same for each feature regardless of memory load. It is not surprising that memory capacity differs with memory load (see Sims et al., 2012). The finding that memory capacity differs for color and orientation is not predicted by information theory, but neither is this result explainable by alternative models of visual working memory. Allred and Flombaum (2014) have recently argued that studies of color memory may overlook or conflate important effects in color perception, such as the assumption of a perceptually uniform color space. These factors may contribute to the finding of lower effective capacity for color than orientation.

The mean parameters estimated according to the best model are reported in Table 2. Although the evidence favoring this model is modest ($\Delta \text{AIC}$ relative to the next best model $= -2.74$), it is worth noting that the assumptions behind the model are also somewhat extreme: namely, that the loss function is exactly identical across conditions, ruling out even unsystematic variation. A conservative interpretation of the present results is that they demonstrate a failure to reject the null hypothesis that the loss function is invariant to changes in memory load.

A two-way repeated measures ANOVA (visual feature $\times$ load condition) was performed to compare the estimated parameters from model 2. Memory capacity was significantly lower for color than orientation, $F(1, 11) = 40.65$, $p < 0.001$, and lower for the conjunction condition compared to the single feature condition, $F(1, 11) = 40.65$, $p < 0.001$. Memory capacity decreased by 20% for color and 15% for orientation in the conjunction condition compared to the single feature condition. A simple model of visual memory, according to which a single memory capacity is evenly shared across all encoded objects, might predict that capacity should decrease by half in the conjunction condition (as the number of attended features is doubled). However, this prediction is complicated by several factors. First, perceptual noise and response noise contribute to response variability, but these are independent of memory load. Hence, capacity estimates in the single feature condition may underestimate total memory capacity. In addition, it is

### Table 1. Comparison of 16 models, varying across four binary factors. The models are evaluated based on the Akaike information criterion (AIC) score relative to the best model, as well as two-fold cross validation (CV) of maximum likelihood. For AIC, smaller values indicate a preferred model. For cross validation, higher values indicate a favored model (higher log-likelihood of the validation data).

<table>
<thead>
<tr>
<th>Model</th>
<th>Factor</th>
<th>Number of model parameters</th>
<th>$\Delta \text{AIC}$</th>
<th>CV log-likelihood</th>
<th>Model rank (AIC)</th>
<th>Model rank (CV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>N N N N</td>
<td>12</td>
<td>2.74</td>
<td>$-848.69$</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>N N N Y</td>
<td>8</td>
<td>0.00</td>
<td>$-846.12$</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>N N Y N</td>
<td>8</td>
<td>9.31</td>
<td>$-850.31$</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>4</td>
<td>N N Y Y</td>
<td>6</td>
<td>7.75</td>
<td>$-849.39$</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>5</td>
<td>N Y N N</td>
<td>10</td>
<td>16.13</td>
<td>$-850.72$</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>6</td>
<td>N Y N Y</td>
<td>6</td>
<td>13.29</td>
<td>$-849.52$</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>7</td>
<td>N Y Y N</td>
<td>6</td>
<td>23.36</td>
<td>$-854.10$</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>8</td>
<td>N Y Y Y</td>
<td>4</td>
<td>21.78</td>
<td>$-853.17$</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>9</td>
<td>Y N N N</td>
<td>10</td>
<td>76.06</td>
<td>$-882.39$</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>10</td>
<td>Y N N Y</td>
<td>6</td>
<td>73.49</td>
<td>$-881.12$</td>
<td>9</td>
<td>9</td>
</tr>
<tr>
<td>11</td>
<td>Y N Y N</td>
<td>6</td>
<td>88.37</td>
<td>$-887.72$</td>
<td>14</td>
<td>14</td>
</tr>
<tr>
<td>12</td>
<td>Y N Y Y</td>
<td>4</td>
<td>86.72</td>
<td>$-886.66$</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td>13</td>
<td>Y Y N N</td>
<td>9</td>
<td>87.22</td>
<td>$-887.30$</td>
<td>13</td>
<td>13</td>
</tr>
<tr>
<td>14</td>
<td>Y Y N Y</td>
<td>5</td>
<td>85.26</td>
<td>$-885.89$</td>
<td>11</td>
<td>11</td>
</tr>
<tr>
<td>15</td>
<td>Y Y Y N</td>
<td>5</td>
<td>100.39</td>
<td>$-892.88$</td>
<td>16</td>
<td>16</td>
</tr>
<tr>
<td>16</td>
<td>Y Y Y Y</td>
<td>3</td>
<td>98.79</td>
<td>$-891.84$</td>
<td>15</td>
<td>15</td>
</tr>
</tbody>
</table>
possible that subjects sometimes encoded both the color and orientation of the objects in the single feature condition. For both reasons, the total capacity of visual memory is likely higher than observed in the single feature condition. The obtained results do, however, rule out strict independence between visual working memory for distinct features. Encoding both the color and orientation of a visual feature decreases the memory precision with which either can be recalled.

The estimated loss functions for each subject are shown in Figure 8. The functions are highly similar across subjects for each feature, but differ subtly between features. In particular, the loss function is steeper for orientation than for color, as confirmed by ANOVA on the estimated parameters of the loss function: the parameter $\mu$ significantly differed between color and orientation, $F(1, 11) = 17.23, p < 0.002$, while there were no significant differences in the $\beta$ parameter.

A separate analysis of the parameters from model 1 (which allowed the loss function to differ between load conditions as well as features) found that the estimated loss function did not significantly differ between the single feature and conjunction conditions, $F(1, 11) = 0.11, p = 0.074$, ns]. Hence, model comparison based on AIC scores, and comparison of the parameters in the unconstrained model lead to the same conclusion.

Figure 8 also plots an inverted cosine loss function for visual comparison (red curves). A cosine loss function is an important benchmark for comparison, as it can be shown (Harremoës, 2010) that this loss function predicts a von Mises error distribution. In other words, if memory were optimally designed for minimizing a cosine loss function, then it should exhibit von Mises distributed error. Numerous models of visual working memory assume a von Mises error distribution in memory for circular features, or assume a more complex model that builds on this basic assumption (e.g., Anderson, Vogel, & Awh, 2011; Bays, Catalao, & Husain, 2009; Fougnie et al., 2012; van den Berg et al., 2014; van den Berg et al., 2012; Zhang & Luck, 2008). The discrepancy illustrated in Figure 8 questions the appropriateness of this assumption. The empirical loss function of visual working memory is steeper for small errors, and saturates for large errors.

As a further means of assessing the quantitative fit of the model, the maximum likelihood parameter estimates were used to generate a simulated dataset. Summary statistics (circular variance and kurtosis)
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<table>
<thead>
<tr>
<th>Memory load</th>
<th>Visual feature</th>
<th>$R$, bits</th>
<th>$\mu$</th>
<th>$\beta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single feature</td>
<td>Color</td>
<td>1.42 (0.27)</td>
<td>0.85 (0.12)</td>
<td>1.79 (0.22)</td>
</tr>
<tr>
<td></td>
<td>Orientation</td>
<td>2.20 (0.63)</td>
<td>0.68 (0.09)</td>
<td>1.98 (0.30)</td>
</tr>
<tr>
<td>Conjunction</td>
<td>Color</td>
<td>1.13 (0.38)</td>
<td>0.85 (0.12)</td>
<td>1.79 (0.22)</td>
</tr>
<tr>
<td></td>
<td>Orientation</td>
<td>1.86 (0.66)</td>
<td>0.68 (0.09)</td>
<td>1.98 (0.30)</td>
</tr>
</tbody>
</table>

Table 2. Mean parameter estimates (averaged across subjects) for each model parameter in each condition of Experiment 1, according to the best-fitting model (model 2). Values in parentheses indicate standard deviations.
were then computed for the simulated data. These values are compared to the empirical data in Figure 6 (red lines). The near-perfect overlap illustrates that the model is able to closely capture the shape of the empirical error distribution.

Fougnie et al. (2010) found that attending to, and remembering an object’s color and orientation led to a decrease in memory precision compared to the case of remembering only color or orientation. Intuitively, attending to multiple features simultaneously might require sharing a single, fixed memory capacity across each feature. A strong form of this hypothesis would predict that estimated capacity for a given feature should decrease by half as the number of encoded features doubles. However, other possibilities are also conceivable. One such possibility is that attending to multiple features influences the loss function for each feature, but has no effect on memory capacity. The results obtained in the experiment argue against this interpretation. Storing multiple features in visual working memory significantly reduced the capacity with which each was encoded, but had no detectable influence on the shape of the loss function. The observed changes in capacity also argue against previous studies that have claimed that different feature dimensions do not compete for storage in visual working memory (e.g., Luck & Vogel, 1997; Olson & Jiang, 2002). The most likely explanation for this discrepancy is that the current study (along with that by Fougnie et al., 2010) examined memory precision, as opposed to relatively coarse change detection accuracy.

The delayed estimation task employed in Experiment 1 is a widely used paradigm in visual working memory research since it enables the experimenter to obtain a continuous measure of memory variability. Although both useful and widely used as a laboratory paradigm, the delayed estimation task has limited ecological validity. In particular, subjects may be instructed to remember visual features “as closely as possible,” but the task does not define the consequences of misremembering. In other words, delayed estimation is an ill-defined task for visual memory. A related point is that, in this paradigm, the contents of visual memory are not used to support or carry out any particular task. Unlike this situation, in most natural tasks visual working memory is used to support ongoing behavior and achieve behaviorally relevant goals (Brouwer & Knill, 2007, 2009; Hayhoe et al., 2003). In natural tasks, memory error translates into failure or difficulty in achieving one’s goals, defining a natural cost for misremembering.

Hollingworth et al. (2008) examined one task in which visual working memory can be shown to play a critical role: gaze correction following saccadic error. In both laboratory and natural tasks, human eye movements are frequently inaccurate, and may miss the intended target on 30% to 40% of saccades (Becker, 1991). When this occurs, the visual system rapidly and automatically generates a corrective saccade. In order...
to identify where to direct the corrective saccade, the visual system must rapidly compare current visual input with a memory-based representation of the original intended saccade target (Hollingworth et al., 2008). This is a particularly important role for visual working memory, as over the course of a single day the visual system will need to generate thousands of corrective saccades. How should the visual memory for the saccade target be encoded in order to maximize accuracy in this important task?

**Methods**

Here I consider a highly simplified version of the gaze correction problem, where objects are defined by a unitary circular-distributed feature, such as angular orientation or color sampled from a color wheel. Following an inaccurate saccade, visual gaze lands between two objects: one is the intended saccade target, and the other is a distractor. This situation is illustrated schematically in Figure 9. Note that this is also closely analogous to the experimental paradigm employed by Hollingworth et al. (2008). The primary difference is that by using a gaze-contingent display, Hollingworth et al. were able to experimentally induce saccade error.

The task for the visual system is to determine which of the two objects was the intended target. A corrective saccade will be initiated towards this target. If the goal of the visual system is to accurately direct eye movements, then the cost function for this task should be based around minimizing the probability of misidentification. Note that a similar mechanism could also support a wide range of other natural visual tasks, such as visual search or visually comparing objects when they must be fixated sequentially.

More formally, let \( x \) indicate the true feature value for the target, and \( y \) refer to the memory representation of \( x \). The feature value for the distractor is indicated by \( x_d \). Under these circumstances, an identification error will occur when the angular difference between \( y \) and \( x_d \) is less than the difference between \( y \) and \( x \). If the orientation of the distractor is independent of the orientation of the target, the cost function (i.e., the probability of error) for this task can be explicitly derived:

\[
\rho(x, y) = \frac{1}{2\pi} \int_0^{2\pi} P(x_d) \times \begin{cases} 
0, & |y - x| < |y - x_d| \\
\frac{1}{3}, & |y - x| = |y - x_d| \\
1, & \text{otherwise}.
\end{cases} 
\]  \( (7) \)

If the distribution of distractors is uniform, this integral results in the linear cost function, \( \rho(z) = z/\pi \). This states that the probability of making an identification error increases linearly with the magnitude of memory error (given by \( z \)). The corresponding optimal visual memory channel for minimizing this cost function is shown in the second row, right column of Figure 2. As previously noted, this distribution exhibits a sharper peak, and heavier tails than a von Mises distribution matched in variance—a property that is in qualitative agreement with human visual working memory performance (Bays, 2014; van den Berg et al., 2012). Equation 7 yields the task-defined loss function when there is a single distractor item. This loss function can be extended in a straightforward manner to handle the case when there are multiple distractors. Appendix B provides analytical expressions for the relevant loss functions for target identification with up to four distractors.

**Results and discussion**

Figure 10 illustrates the task-defined loss function for one through four distractors (left panel), along with the optimally efficient memory channel for each loss function (right panel) assuming a capacity limit of 1 bit.
The qualitative features of each error distribution are largely the same, showing a predicted error distribution that is sharper and heavier-tailed compared to a von Mises or Gaussian distribution of equivalent variance. This qualitative pattern is entirely independent of free parameters, and is instead a consequence of the properties of the natural task. As the number of distractors increases, the optimal error distribution becomes more sharply peaked, with a corresponding increase in the probability of exhibiting large errors.

Note that this analysis simplifies the problem facing the visual system, by excluding the role of perceptual noise and response noise. These factors could be incorporated by convolving the memory error distribution with other noise sources. In addition, the present analysis of the gaze correction problem does not uniquely predict the optimal distribution of memory errors in visual working memory, since the precise distribution of errors depends on memory capacity, the number of possible distractors, as well as the statistical distribution of distractors. A more complex analysis might set about deriving a loss function based on direct measurement of properties from natural scenes (Geisler, 2008) and properties of saccadic error in natural tasks.

As it stands, an optimal visual memory system for gaze correction is a reasonable model of human visual working memory performance in standard laboratory delayed estimation tasks. The empirical loss functions previously estimated (Figure 8) are qualitatively similar to those derived in Figure 10: the cost of memory error rises steeply for small errors (and more steeply than predicted by a cosine loss function) and is negatively accelerating for larger memory errors. This result is the first to provide an adaptive explanation for the shape and distribution of memory errors in delayed estimation tasks.

The four loss functions shown in Figure 10 were also evaluated based on their ability to quantitatively fit the data from Experiment 1. A separate capacity parameter was fit for each visual feature (color vs. orientation) and load condition (single feature vs. conjunction), resulting in four free parameters. As before, the models were fit to the data from each subject separately, and evaluated based on their relative mean AIC score. The ΔAIC values for the loss functions assuming one through four distractors, respectively, were 116.82, 46.14, 65.45, and 127.17, with scores relative to the best model reported in Table 1. Hence, the best-fitting loss function assumes that visual working memory is most efficient at discriminating a target from two distractors (green curves in Figure 10). Based on the AIC values, the theoretically derived loss functions do not explain human performance as well as the empirically measured loss functions in Figure 8.

Critically, however, all four loss functions explain the empirical data substantially better than simply fitting a von Mises distribution to the error distribution for each memory load and visual feature condition. This simple von Mises model (with four free parameters; the precision of the von Mises distribution for each condition) results in a value of ΔAIC = 281.75. In other words, a von Mises distribution would be rejected...
relative to a model based on any of the loss functions shown in Figure 10.

The present analysis assumes that the visual system has no other cues for saccade target identification, such as the distance of the fovea from each item. Hollingworth et al. (2008) found that spatial cues did not aid gaze correction for simple unitary visual features, but did improve the accuracy of corrective saccades when more natural (complex) visual features were examined. The goal of the present analysis is not to provide a complete model of the mechanisms involved in gaze correction. Rather, this analysis illustrates more generally that by taking into account the costs imposed by memory error in natural tasks, it is possible to derive adaptive explanations for the nature of the error distribution in visual working memory.

**Experiment 3: Comparison to alternative models of delayed estimation**

In recent years, a number of different models and explanations have been proposed to account for the pattern of memory error and variability observed in delayed estimation tasks (see recent reviews in Luck & Vogel, 2013; Ma, Husain, & Bays, 2014). A key issue in this debate is how and why memory variability increases with increasing memory load—a behavioral phenomenon known as the *set size effect*. Information theory naturally predicts this qualitative pattern, as illustrated in Figure 2. In fact, the only assumption necessary to explain a decrease in memory precision is that, as more visual features are encoded in memory, less capacity is available to encode each one. An information-theoretic model has previously been shown to offer a close quantitative fit to human performance (Sims et al., 2012). However, this previous work assumed a particular loss function (minimizing the squared error in memory). In addition, several alternative explanations for the set size effect have also been proposed.

Recently, Bays (2014) proposed a model of visual working memory that explains memory error as a consequence of noise in populations of spiking neurons. In this model, independent populations of visual memory neurons encode each stimulus item, and divisive normalization (Carandini & Heeger, 2012) accounts for the decrease in memory precision with increasing set size. This model not only explains the change in memory variance with set size, but also offers a parsimonious explanation for the deviation of the empirical memory error distribution from a simple von Mises distribution.

Fougnie et al. (2012), van den Berg et al. (2012), and van den Berg et al. (2014) demonstrated that an alternative mechanism is also capable of explaining these properties. According to the *variable precision* model (van den Berg et al. 2012), visual working memory is a doubly stochastic process. Each memory item is recalled as a sample from a von Mises distribution, but the precision of this recall distribution is itself a stochastic variable (modeled as a gamma distribution). This variability in encoding precision leads to a memory error distribution that deviates from a von Mises distribution, even while individual items are von Mises distributed.

Van den Berg et al. (2014) conducted a systematic evaluation of 32 distinct models of visual working memory, using data from ten different experiments. Their variable precision model, combined with Poisson variability in the number of items encoded on each trial, was found to offer the best explanation for the combined results of ten different delayed estimation experiments. The full details of this model, termed the VP-P model, can be found in van den Berg et al. (2014). A minor extension to this model, labeled the VP-P-NT model, allowed for the possibility of spatial binding errors (i.e., reporting a feature value for the wrong item) and was found to slightly improve the fit of the model. However, the present paper focuses on the simpler version of the model (VP-P rather than VP-P-NT), since spatial binding errors were found to be infrequent and did not substantively alter the model comparison results. The most critical factor in explaining human performance was the assumption of variability in memory precision. Summarizing their model comparisons, van den Berg et al. (2014) wrote:

“Although our results strongly support the notion of variability in mnemonic precision, they do not address the origins of this variability. Many sources are conceivable: fluctuations in attention over trials (Cohen & Maunsell, 2010; Nienborg & Cumming, 2009), fluctuations in attention over space (Lara & Wallis, 2012), differences in precision across stimulus values (Bae, Wilson, & Flombaum, 2013; Girshick, Landy, & Simoncelli, 2011), and variability in memory decay rates (Fougnie, Suchow, & Alvarez, 2012b). It is likely that multiple factors contribute, and distinguishing them will be challenging.” (p. 142)

The goal of the present analysis is not to challenge this conclusion, but rather introduce the consideration of another means of understanding memory variability: as an ecological or rational adaptation to the costs of memory error. Error is unavoidable for capacity-limited systems, but the nature of this error may be structured in a manner that reduces the cost to the organism. In order to demonstrate the sufficiency of this explanation, it is necessary to show that a model
constructed around minimizing expected loss is also capable of explaining human memory performance.

**Methods**

The ten reference datasets employed by van den Berg et al. (2014) have been made publicly available. Each dataset consists of the results from a standard delayed estimation visual memory task, with set size varying between one and eight items. Here, I examine how a decision-theoretic model compares to the VP-P model. I focus on seven of the 10 available datasets, listed in the left column of Table 3. Five of the experiments examine visual memory for color values uniformly sampled from a color wheel, while two of the experiments examine visual memory for orientation. The remaining three datasets analyzed by van den Berg et al. (2014) are not considered in the present paper since they employ visual features distributed in the range $0^\circ$–$180^\circ$ rather than $0^\circ$–$360^\circ$; fitting these datasets is straightforward but requires specifying a modified family of loss functions. The seven experiments differ by numerous factors, such as the visual eccentricity and stimulus presentation time; complete methodological details can be found in the references listed in Table 3.

The decision-theoretic model applied to these datasets is identical to the best-fitting model reported in Experiment 1. In particular, it is assumed that the memory capacity available to encode an item potentially varies with set size, while the loss function is assumed to remain fixed. This results in a model with $K + 2$ free parameters, where $K$ indicates the number of set size conditions, and the remaining two parameters ($\mu$ and $\beta$) characterize the loss function. Notably, the decision-theoretic model does not assume any variability in model parameters, such as trial-to-trial variability in capacity, the number of items encoded, the parameters of the loss function, or additive response noise. Rather, it is assumed that the variability observed responses is entirely due to the rational minimization of expected loss for a given capacity constraint and loss function. Model parameters were fit separately to the data from each participant by maximum likelihood estimation. The data were discretized into 1,000 bins before fitting the model.

**Results and discussion**

The decision-theoretic model was compared to the VP-P model in terms of its ability to fit the empirical data quantitatively across the seven datasets. AIC scores for the VP-P model (van den Berg et al., 2014) were provided by R. van den Berg. Table 3 compares AIC scores for each model and experiment. Compared to the VP-P model, a decision-theoretic account offers a modest advantage in explaining human visual working memory performance (mean $\Delta\text{AIC} = -4.45$). This advantage comes in spite of having fewer assumptions and embedded mechanisms. In particular, the only assumptions necessary to provide a close quantitative account of human memory performance are that visual memory is limited in capacity, and that it seeks to make efficient use of that capacity by minimizing the cost of memory error subject to some loss function.

The estimated capacity for each experiment and set size condition is plotted in Figure 11a. Individual subjects are shown by plot markers, the solid black line shows the across-subjects mean capacity. For all experiments, the estimated information-theoretic capacity decreases monotonically with increasing set size, a finding that is in line with previous work (Sims et al., 2012).

Several previous models of visual working memory have assumed that response precision decreases as a power-law function of set size, or the number of items encoded (Bays & Husain, 2008; Keshvari, van den Berg, & Ma, 2013; van den Berg et al., 2012; van den Berg et al., 2014). Intuitively, the same relationship might be predicted for information-theoretic capacity: doubling the number of features might be predicted to

---

**Table 3.** Experimental datasets used for comparing the decision-theoretic (DT) model to the variable precision model (VP-P; van den Berg et al., 2014). Models are compared based on relative AIC values.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Feature</th>
<th>Set sizes</th>
<th>DT</th>
<th>VP-P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wilken &amp; Ma, 2004</td>
<td>Color</td>
<td>1, 2, 4, 8</td>
<td>0.00</td>
<td>+14.28</td>
</tr>
<tr>
<td>Zhang &amp; Luck, 2008</td>
<td>Color</td>
<td>1, 2, 3, 6</td>
<td>0.00</td>
<td>+5.04</td>
</tr>
<tr>
<td>Bays, Catalao, &amp; Husain, 2009</td>
<td>Color</td>
<td>1, 2, 4, 6</td>
<td>0.00</td>
<td>+0.56</td>
</tr>
<tr>
<td>Anderson, Vogel, &amp; Awh, 2011</td>
<td>Orientation</td>
<td>1–4, 6, 8</td>
<td>+1.13</td>
<td>0.00</td>
</tr>
<tr>
<td>Anderson &amp; Awh, 2012</td>
<td>Orientation</td>
<td>1–4, 6, 8</td>
<td>0.00</td>
<td>+0.24</td>
</tr>
<tr>
<td>van den Berg et al., 2012</td>
<td>Color (scrolling)</td>
<td>1–8</td>
<td>0.00</td>
<td>+5.75</td>
</tr>
<tr>
<td>van den Berg et al., 2012</td>
<td>Color (wheel)</td>
<td>1–8</td>
<td>0.00</td>
<td>+6.45</td>
</tr>
<tr>
<td>Mean $\Delta\text{AIC}$ (all experiments)</td>
<td></td>
<td></td>
<td>0.00</td>
<td>+4.45</td>
</tr>
</tbody>
</table>
Figure 11. (a) Estimated memory capacity as a function of set size across seven delayed estimation datasets. Plot markers correspond to individual subjects. Black lines indicate the across-subjects average capacity. The smooth red curves indicate the predicted falloff in capacity according to a power law with exponent $-1$. (b) Estimated loss functions for each participant (black curves) in each dataset. The thick red curve shows an inverted cosine loss function as a reference for comparison across datasets.
halve the allocated capacity to each item, resulting in a power law with exponent $-1$. However, there are many factors that complicate this simple relationship. For example, motor variability is independent of set size, and so will have a comparatively larger effect at small set sizes. The perceptual discriminability of features may also depend in a complicated fashion on the number of visual features in a display (Allred & Flombaum, 2014).

Perhaps because of these complicating factors, the measured falloff in capacity with increasing set size is not fully described by a simple power law. For each condition, I multiplied the average capacity for that condition, by the set size ($=\text{average estimated bits per item} \times \text{number of items in the display}$). I then took the maximum value of this measure across all set sizes as a lower bound on total memory capacity, $R_{total}$. The red curves in Figure 11a plot $R_{total}/k$, where $k$ indicates set size. This curve is the predicted drop-off in visual memory capacity according to a power law with exponent $= -1$. As can be seen, the theoretical prediction resembles the estimated capacity for large set sizes fairly closely, but substantially overestimates capacity in the single item conditions. In other words, given subjects’ performance in the larger set size conditions, they should have performed better than they did in remembering a single item. This discrepancy may be explained simply by incorporating sensory noise and response noise into the model (as these factors will have the largest impact, relatively speaking, in the small set size conditions). However, this hypothesis remains to be tested in future research.

Figure 11b shows the estimated loss function for each subject in each experiment (black curves), along with an inverted cosine loss function as a standard of reference (thick red curve). With one notable exception, the shape of the loss functions is generally consistent across subjects as well as across experiments. The exception is the loss functions estimated from the Wilken and Ma (2004) dataset. Compared to the remaining datasets, the estimated loss function negatively accelerates even for small errors. Functionally, this difference leads to a much sharper peak in the predicted distribution of memory errors (similar to the error distributions illustrated in Figure 10). Curiously, this is also the dataset with the largest difference in AIC scores between the decision-theoretic model and the VP-P model (Table 3). This suggests a general pattern of behavior that the VP-P model is unable to replicate. The shape of the loss function is also consistent across subjects in the Wilken and Ma (2004) experiment, pointing to a systematic difference between this experiment and the remaining six datasets, rather than a peculiarity specific to a small number of subjects. Hence, investigating the extent to which the loss function of visual memory is sensitive or adaptive to properties of a particular task or experiment represents an important goal for future research.

In the opening of this section, it was emphasized that the goal of the analysis is not to challenge previous conclusions (Fougnie et al., 2012; van den Berg et al., 2014) regarding the presence of variability in visual working memory. Rather, the goal was to introduce a new approach for understanding the nature of that variability. Information theory dictates that memory error is unavoidable for physical information systems that attempt to transmit continuous-valued signals. However, information theory also demonstrates that the distribution of errors may be controlled in order to minimize the negative consequences of error. Minimizing the cost of memory error is a reasonable goal for visual working memory, so it seems appropriate to characterize the brain in terms of its implicit loss function for visual features. The results in this section demonstrate that this adaptive explanation is also able to capture human performance at a detailed quantitative level that compares favorably to the best existing alternative models. Hence, considering the role of loss functions can substantially improve our ability to account for empirical data while simultaneously enriching the theoretical vocabulary for understanding and explaining human visual memory.

**Conclusions**

What is the cost of misremembering? This is a question that fundamentally shapes visual working memory, but has not previously been considered. In human motor control, the theoretical construct of a loss function encapsulates our understanding of how and why the brain prefers certain movement patterns over others, and prefers certain movement errors over others. Like motor control, visual working memory is a system that is fundamentally constrained by noise and error. Rather than treating this noise in an atheoretical manner, I argue that significant progress can be made by assuming that the brain is sensitive to the consequences of visual memory error. If this modest hypothesis is correct, then it necessitates the existence of *some* loss function for visual working memory: a mathematical entity that quantifies the relative costs of making different kinds of memory errors. This function need not be explicitly represented in the brain, but rather is defined implicitly by the pattern of memory errors that the brain does and does not make.

In the present paper, I have formally defined the construct of a loss function as it relates to visual working memory, and placed it within the theoretical framework of information theory. This framework has
previously been demonstrated (Sims et al., 2012) to be useful in explaining several phenomena of human visual working memory, including effects of set size and statistical complexity on visual memory precision. However, previous work has necessitated the use of unfounded assumptions regarding the loss function for visual memory. Indeed, implicit assumptions about the loss function are widespread in models of visual working memory. Any model that assumes the distribution of visual memory error is Gaussian-like (or its circular equivalent, the von Mises distribution) implicitly makes an assumption about the types of memory errors that the brain is attempting to minimize. However, the loss function itself has not previously been a focus for investigation.

By adopting inverse decision theory (Körding & Wolpert, 2004), I demonstrated the feasibility of estimating loss functions from behavior observed in typical visual working memory experiments (Experiment 1). Based on these data, the empirical loss function for both orientation and color increases rapidly for small errors, but saturates at larger error. This loss function is more complicated than the one implicitly assumed by most existing models of visual working memory. The results of the experiment also demonstrate that the empirical loss function can differ for distinct visual features (color versus orientation). There seems little reason to believe that a memory error of $2^\circ$ in angular orientation, and an error of $2^\circ$ in color as defined by an arbitrary circular space, should be treated equivalently by the visual system. The present approach allows confirming this intuition, but more importantly provides a quantitative assessment of precisely how memory error in different visual features may be treated by the brain. Consequently, incorporating the construct of a loss function enables a better quantitative account of empirical data, as well as a richer theoretical vocabulary for describing human memory.

Working in the opposite direction (Experiment 2), I also demonstrated that it is possible to derive predictions for human performance by starting from properties of natural tasks where visual working memory serves an important role. In particular, I demonstrated that an optimal system for gaze correction following saccadic error (Hollingworth et al., 2008) leads to a predicted visual working memory system that qualitatively captures several important aspects of human memory performance. Gaze correction presents a compelling argument for the function of visual working memory, as it is a problem that is encountered thousands of times per day. The results of the second experiment provide the first ecological explanation for the distribution of memory errors typically observed in human visual working memory.

In Experiment 3, I examined the ability of this framework to quantitatively explain the results from seven previously published datasets in the visual working memory literature. In all cases, the decision-theoretic approach offers a quantitative explanation for the data that compares favorably to many alternative models of visual working memory (van den Berg et al., 2014). What implication does this result have? In particular, is visual memory error best explained purely by internal mechanisms such as variability in memory precision, or rather ecological accounts based on minimizing expected costs? I argue that this question poses a false dichotomy.

Identifiability and levels of analysis

The mathematical framework described in this paper represents an explanation for behavior at the computational level (Marr, 1982). An explanation for behavior in terms of its rationality or ecological fitness does not disprove a particular mechanistic explanation, as ecological costs might also influence the evolution of neural mechanisms. At the same time, the results underscore that it may be difficult or impossible to definitively identify hypothesized mechanisms based solely on behavioral data. This is the identifiability problem raised by Anderson (1990).

Incorporating known biological or neural processing limitations as additional constraints on the development of theories is an important response to the lack of identifiability. The recent model developed by Bays (2014) is one example of this approach. In this model, independent populations of visual memory neurons encode each stimulus item, and divisive normalization (Carandini & Heeger, 2012) accounts for the decrease in memory precision with increasing set size. One of the key features of this model is its ability to produce heavy-tailed error distributions, a consequence in the model of a low signal-to-noise ratio in spiking activity. The strength of this model stems not just from its ability to fit empirical data, but also from the plausibility of its component neural mechanisms (see also Franconeri, Alvarez, & Cavanagh, 2013).

Just as neural evidence provides an important constraint on the development of theories, the rationality or fitness of a mechanism for the natural world provides an additional source of constraint. This is the approach taken in the present paper, and more generally, in the ideal observer framework (Geisler, 2008). These two approaches are not conflicting but rather offer complementary means of understanding the function of the visual system. The logical next step is the development of rational process models (e.g., Griffiths, Vul, & Sanborn, 2012) that explain visual working memory behavior simultaneously in rational and mechanistic terms. Biological constraints can be incorporated into the present framework, for example,
Variability in memory precision

In recent years, several groups have demonstrated the importance of considering intertrial variability in memory performance (Fougnie et al., 2012; van den Berg et al., 2014; van den Berg et al., 2012). For example, while a von Mises distribution might offer a poor fit to the distribution of memory errors, a mixture of von Mises distributions with varying precision parameters offers a far better explanation. Such variability has a plausible basis in terms of fluctuations in attention, the number of items encoded, or even trial-to-trial variation in the memorability or discriminability of stimuli. On the surface, the decision-theoretic account developed in the present paper appears to ignore these additional sources of variability. However, this is not quite accurate.

Memory capacity, in an information-theoretic sense, is defined by the average reduction in uncertainty across a large number of trials (this follows from the definition of mutual information, Equation 2). Information channels with higher variance (e.g., noise) will generally have a lower capacity. Hence, variability in memory performance is already encapsulated within the assumption of a fixed and constant capacity. The present paper differs from previous approaches chiefly in that it does not posit any additional assumptions regarding the precise nature of variability. Rather, the nature of variability is constrained only by the goal of minimizing costs. These minimal assumptions are shown to be sufficient to produce an excellent account of a wide range of data. However, these results do not rule out additional mechanistic assumptions regarding memory variability.

Previous work using the information-theoretic approach (Sims et al., 2012) tested a model that incorporated trial-to-trial variability in the number of items encoded, dividing information-theoretic capacity evenly between all encoded items. The present paper opted to test a simpler version. This was done to limit the computational demands associated with fitting the model, as well as to maintain focus on the theoretical construct of the loss function as it relates to visual working memory. However, accounting for additional sources of variability may influence the shape of the recovered loss function. For example, the functions reported in Figure 8 and Figure 11 are likely “blurred” by sensory noise and response noise, factors that properly should be separated from the construct of a loss function. If there is variability in memory capacity (more formally, this is equivalent to an information channel with nonstationary capacity) this may also result in the conflation of the visual system’s “intended” loss function, and the measured loss function.

Limits of rational explanations

The current work is far from unique in explaining aspects of cognitive or neural processing in terms of a rational adaptation to properties of the external environment (Anderson, 1990; Chater & Oaksford, 1999; Doya, Ishii, Pouget, & Rao, 2007; Geisler, 2008). One critique of this general approach is that it may hide flexibility or arbitrariness in the selection of tasks for which the cognitive system is assumed to be adapted (Marcus & Davis, 2013). Such concerns potentially carry over to the interpretation of a loss function as indicating optimality or near-optimality in visual working memory.

A similar set of concerns exists for a large body of research in human motor control that seeks to explain properties of human movement in terms of minimizing a loss function. One popular model (Flash & Hogan, 1985) assumes that hand movements are planned to minimize the square of movement jerkiness (the time derivative of acceleration). An important question is whether this assumption is meaningful when made a posteriori to the observation that human movements happen to appear smooth (Engelbrecht, 2001). More recent models assume that the goal in motor planning and execution is to minimize costs that are more closely tied to the task being performed (Knill et al., 2011; Liu & Todorov, 2007; Sims et al., 2011; Todorov, 2004). However, in all of these models, the loss function that behavior is assumed to minimize is to some extent underconstrained by the task, and must be fit to properties of behavior. While unavoidable, and not limited to rational or probabilistic models, this aspect of model development has important implications. In particular, for every behavior, there exists some loss function for which that behavior is optimal. If pursued recklessly, a posteriori theorizing can easily turn into circular reasoning.

To what extent, then, is an empirically measured loss function for visual working memory a meaningful and real construct? As a purely descriptive tool, there is no circularity in “fitting” a loss function to human data.
The resulting construct represents a compact and valid mathematical description of human memory in terms of the task for which it is optimal. This empirically derived loss function can be used to predict the extent to which the visual system will exhibit optimal or suboptimal performance in a new task. Novel descriptive properties of behavior can also be useful for constraining the development of future models. Körding and Wolpert (2004) empirically estimated the loss function implicit in sensorimotor control, and found that the result differed substantially from many existing models in motor control. Similarly, in the case of visual working memory, the majority of existing models assume that memory error follows a Gaussian-like distribution, or is somehow derived from this distribution by introducing additional mechanisms. The empirically derived loss functions demonstrate the inappropriateness of this assumption.

A closely related concern is that a model with sufficient flexibility in its loss function could provide a close quantitative fit to any pattern of data. In other words, is the current model falsifiable? The present analysis considered only loss functions that are plausible a priori—for example, excluding loss functions in which it is preferable to make larger errors compared to smaller errors. Hence, in literal terms, the model is not capable of reproducing arbitrary error distributions. However, to give a better answer to the question of falsifiability, it is necessary to be clear about the claims that the model does, and does not make. In particular, the current model does not make assumptions about neural mechanisms, or contradict existing implementation-level theories. Rather, the model can be understood in terms of a weak claim, and a stronger claim regarding how costs influence visual working memory.

The weak claim is that the shape of the error distribution in visual working memory is adaptive for some loss function. This claim is probably not falsifiable, but as discussed above, this doesn’t negate the utility or descriptive validity of the approach. The stronger claim is that the implicit loss function of visual working memory is shaped by the costs of memory error in natural tasks. Experiment 2 represents the first empirical test of this claim, but there is substantial room for future work. One important avenue for future research is developing techniques to measure the loss function of visual working memory based directly on measured performance in biologically relevant tasks, rather than separately estimating a loss function from a delayed estimation task. The finding that the measured loss function for visual working memory is substantially suboptimal in a biologically important task that a person is performing, as they are performing it, would constitute strong evidence against the framework.

In summary, a loss function is not simply a source of free parameters for model fitting, but instead represents a theoretically grounded and interpretable construct. Unlike alternative models, a loss function is uniquely able to connect the distribution of memory errors to the costs of memory error in natural tasks. This leads to novel and testable predictions. In the present paper I have focused on the following questions: For what class of tasks is visual working memory efficient? and Can natural tasks be used to generate predictions or better understand the properties of visual working memory? Critically, gaze correction (Hollingworth et al., 2008) was identified as a “model task” for understanding visual working memory a priori to the present results. In addition, the results are not intended to demonstrate that visual working memory is generically “optimal” or “near-optimal.” Indeed, one of the strengths of this framework is its ability to identify tasks where human performance might be predicted to be substantially suboptimal. Future work might examine how other natural tasks, such as the use of visual memory for online movement control (Brouwer & Knill, 2007, 2009) relate to behavior observed in more typical “laboratory” tasks.

Adaptability of the loss function

What factors shape the loss function of visual working memory? At present, there are no definitive answers to this question. In particular, it remains largely unanswered the extent to which a loss function is fixed by evolution, neural constraints, or development, or whether it is subject to adaptation and learning in the context of novel tasks. Several previous experiments have demonstrated that the precision of visual memory can be influenced by task and attentional factors (Gorgoraptis, Catalao, Bays, & Husain, 2011; Maxcey-Richard & Hollingworth, 2012; but see Marshall & Bays, 2013). Other research has shown that perceptual expertise can have a large impact on visual working memory performance (Curby et al., 2009; Herzmann & Curran, 2011). The present results unlock a new means of understanding these effects.

If the external environment imposes nontrivial costs on visual memory error, then it is reasonable to hypothesize that these costs may also shape the neural mechanisms that underlie visual working memory. In other words, neural spiking activity may “explain” visual memory error, but the properties of the external world may also contribute to explanations of spiking activity. Dean, Harper, and McAlpine (2005) demonstrated that mammalian auditory neurons rapidly adapt their coding properties (including changes in gain) to relatively complex statistics of auditory input in order to maximize information transmission. This
result demonstrates that properties of early perceptual processing are highly adaptive and sensitive to the structure of the external world. It is natural to hypothesize that this same plasticity may extend upstream to perceptual memory. A fascinating area for future investigation is the extent to which neural population activity in visual working memory might also be shaped by changes in externally defined costs.

Finally, the present results also underscore the need to substantially revise and enrich current models of visual working memory capacity. Understanding the plasticity of visual working memory (Orhan et al., 2014) is at least as important as understanding its limits. The majority of existing models have focused primarily on set size effects for unitary visual features. However, the behavioral phenomena of visual working memory are much richer (Suchow, Fougnie, Brady, & Alvarez, 2014). Set size, statistical structure and complexity, and attentional manipulations all influence memory precision (Brady et al., 2009; Gorgoraptis et al., 2011; Sims, Jacobs, & Knill, 2012), and the present empirical results also demonstrate the need to better understand how visual memory capacity is, or isn’t, shared across distinct visual feature dimensions. Other recent models of visual working memory have also argued for the need to move beyond item limits or simple resource pool models, and instead have advocated studying visual working memory as richly and hierarchically structured (Brady & Tenenbaum, 2013; Orhan & Jacobs, 2013). An important area for future research is integrating such models, which attempt to capture a broader range of phenomena in visual working memory, with the neural computations that might plausibly underlie the behavior.
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Footnotes

1 Although “bits” are commonly associated with digital computers and binary coding, this unit of measure is equally applicable to analog systems, and defining capacity in this way does not make any assumptions about the nature of information coding. By analogy, a foot is a unit of length, but this does not require an item measuring 0.75 feet in length be constructed out of (fractions of) physical “feet.”

2 When the features \( x \) and \( y \) are circular quantities, \( |y - x| \) should be interpreted as the smallest positive angular difference (e.g., \( |0^\circ - 350^\circ| - 10^\circ \)).

3 This is feasible because mutual information is a convex function of \( q \).

4 At the time of writing, the datasets and accompanying model code can be obtained from the website of Ronald van den Berg, http://www.ronaldvandenberg.org/code.html.
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Appendix A: Parameter recovery analysis

In this appendix, I examine the accuracy and reliability of the mathematical procedure for estimating memory capacity and loss functions. To do this, I constructed a large number (1,400) of simulated datasets. Each dataset consisted of 300 simulated trials of a typical delayed recall visual memory experiment with set size of two items (300 trials is also the same number of trials in each condition of Experiment 1 reported in the main text). Each dataset was constructed by randomly sampling memory capacity ($R$) and the two parameters of a loss function ($\mu$ and $\beta$). In addition, I examined the robustness of the model estimation procedure to the presence of nontarget report errors (Bays et al., 2009). On a fraction of trials, governed by the parameter $p_{NT}$, the model reported a visual feature for the nontarget item. Hence, the likelihood function for the model used to generate each dataset is given by

$$p(y|x, x_{d}) = p_{NT} \frac{1}{w} q^{*} ([y]| [x_{d}] ; R, \mu, \beta)$$
$$+ (1 - p_{NT}) \frac{1}{w} q^{*} ([y]| [x] ; R, \mu, \beta),$$

where $x$ and $x_{d}$ are the actual feature value for the target item and distractor, and $y$ is the remembered feature value.

The goal of the analysis is to attempt to recover the parameters used to generate each dataset by maximum likelihood estimation. The range of parameters used in constructing the datasets was as follows: $0.5 \leq R \leq 3.0$; $0.1 \leq \mu \leq \pi / 2$; $0.5 \leq \beta \leq 5.0$; $0 \leq p_{NT} \leq 0.2$. These parameter ranges were chosen as they encompass the range of parameters estimated from subjects in Experiment 1.

Figure 12a plots the scatter in reconstruction error for each of the four parameters of the model. The abscissa shows the actual parameter used to generate the dataset, and the ordinate plots the recovered (maximum likelihood) parameter estimate. Accuracy was extremely high in recovering memory capacity ($r^{2} = 0.99$). Recovery performance for the parameters of the loss function was moderately lower (for
However, this assessment may be overly critical, as it is possible for different combinations of parameter values to yield highly similar loss functions. To assess this latter possibility, I defined reconstruction error as the integrated squared difference between the true and recovered loss functions:

\[
\int_{-\pi}^{\pi} \left[ \rho(z; \mu, \beta) - \rho(z; \hat{\mu}, \hat{\beta}) \right]^2 dz.
\] (A2)

This quantity ranges from 0 (perfect reconstruction) to 2\(\pi\) (integrating a maximal difference of 1 across the entire range of \(z\)). The mean reconstruction error was extremely low: 0.062 (SD = 0.16). Figure 12b plots the histogram of reconstruction errors across all 1,400 artificial datasets, using 2,000 equal-width bins in the range \([0, \pi]\). The histogram shows that, with high probability, the reconstructed loss function matched the actual loss function used to generate the data with low error. Thus, although the recovered parameters of the loss function might differ moderately in absolute magnitude, this had little effect on the accuracy of the estimated loss function.

### Appendix B: Task-defined loss functions for gaze correction

Experiment 2 in the main text describes the optimally efficient visual memory system for the problem of gaze correction following saccadic error (Hollingworth et al., 2008). The problem for the visual system is to reidentify an intended saccade target by comparing to a visual working memory representation. In this task, a correct identification will be made whenever the visual memory representation is closer to the actual target than any alternative distractor items. This enables deriving the loss function for this family of tasks.

With a single distractor item, an equivalent expression to Equation 7 for the loss function is given by

\[
\rho(x, y) = \int \frac{1}{2\pi} \left( 1 - |y - x| < |y - x_d| \right) dx_d, \quad (A3)
\]

where \(x\) represents the true visual feature value for the target item, \(x_d\) is the feature value for the distractor, and \(y\) is the noisy visual working memory representation. The double brackets \([\cdot]\) refer to the Iverson bracket, which equals 1 if the contents of the bracket...
are logically true, and 0 otherwise. The integral marginalizes over all possible values of the distractor, which in this case is uniformly distributed on the circle. As in the main text, the difference $|y - x|$ should be read as the smallest absolute angular difference. Minimizing this loss function is equivalent to minimizing the probability of making an incorrect corrective saccade. In the circular domain this integral has the simple analytic solution $\rho(z) = z/\pi$, where $z = |y - x|$.

For the case where there are two distractors, the loss function is easily extended:

$$
\rho(x, y) = \iint \left( \frac{1}{2\pi} \right)^2 \left( 1 - (|y - x| < |y - x_{d1}|) \right) (|y - x| < |y - x_{d2}|) \, dx_{d1} \, dx_{d2},
$$

with $x_{d1}$ and $x_{d2}$ referring to the two distractors. The analytical solution in this case is given by

$$
\rho(z) = \frac{z(2\pi - z)}{\pi^2}.
$$

(A4)

By analogy, the loss function can also be extended to handle more than two distractors. For three distractors,

$$
\rho(z) = \frac{z(3\pi^2 - 3\pi z + z^2)}{\pi^5}.
$$

(A5)

For four distractors,

$$
\rho(z) = \frac{z(2\pi - z)(2\pi^2 - 2\pi z + z^2)}{\pi^4}.
$$

(A6)

The present paper does not examine the case of more than four distractor items. If the number of distractors is itself a random variable, the expected loss function could be marginalized over the loss function conditioned on each case. The result would appear as a weighted combination of the loss functions shown in Figure 10.