Using 10AFC to further improve the efficiency of the quick CSF method
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The contrast sensitivity function (CSF) provides a fundamental characterization of spatial vision, important for basic and clinical applications, but its long testing times have prevented easy, widespread assessment. The original quick CSF method was developed using a two-alternative forced choice (2AFC) grating orientation identification task (Lesmes, Lu, Baek, & Albright, 2010), and obtained precise CSF assessments while reducing the testing burden to only 50 trials. In this study, we attempt to further improve the efficiency of the quick CSF method by exploiting the properties of psychometric functions in multiple-alternative forced choice (m-AFC) tasks. A simulation study evaluated the effect of the number of alternatives \( m \) on the efficiency of the sensitivity measurement by the quick CSF method, and a psychophysical study validated the quick CS method in a 10AFC task. We found that increasing the number of alternatives of the forced-choice task greatly improved the efficiency of CSF assessment in both simulation and psychophysical studies. The quick CSF method based on a 10-letter identification task can assess the CSF with an averaged standard deviation of 0.10 decimal log unit in less than 2 minutes.

Introduction

The contrast sensitivity function (CSF), which describes visual sensitivity (1/contrast threshold) to narrow-band stimuli of different spatial frequencies, provides a comprehensive measure of the visual system over a wide range of spatial frequencies in both normal and abnormal vision (Ginsburg, 1981, 2003; Hess, 1981). The CSF is closely related to daily visual functions (Ginsburg, 2003), because our visual environment consists of visual stimuli with a wide range of contrasts and a broad spatial frequency spectrum. The CSF has proved important in characterizing functional deficits in visual disorders such as amblyopia (Hess & Howell, 1977; Jindra & Zemon, 1989; Onal, Yenice, Cakir, & Temel, 2008), multiple sclerosis (Ginsburg, 1981; Shandiz et al., 2010), and glaucoma (Arden & Jacobson, 1978; Richman et al., 2010). It has been suggested that the CSF characterizes spatial vision deficits better than letter acuity (Hess & Howell, 1977; Jindra & Zemon, 1989; Marmor, 1981, 1986; Marmor & Gawande, 1988; Montes-Mico & Ferrer-Blasco, 2001; Onal et al., 2008; Yenice et al., 2007). It has also been reported that even when acuity appears normal, patients may have evident CSF deficits (Huang, Tao, Zhou, & Lu, 2007; Jindra & Zemon, 1989; Woods & Wood, 1995). Although many visual disorders are related to general reductions in contrast sensitivity, selective contrast sensitivity reduction in different ranges of spatial frequencies has been documented (Regan, 1991). The variability in CSF deficits between and within visual pathologies suggests that measuring

the full CSF over a wide range of frequencies is clinically important.

Despite the importance of assessing the full CSF, the testing time needed for precise assessment has prevented its clinical application. Conventionally, a typical CSF assessment estimates a set of contrast thresholds at 5–10 predetermined spatial frequencies (Figure 1a). Each threshold is measured by an adaptive method (Treutwein, 1995) with about 100 trials. In total, a full CSF assessment requires 500–1,000 trials that are evenly distributed over tested spatial frequencies (Figure 1b and c) and takes 30–60 minutes (Kelly & Savoie, 1973). Such testing times might be acceptable for measuring a single CSF in the laboratory, but are prohibitive in situations requiring assessment of multiple CSFs (e.g., both eyes) and/or in clinical settings.

Recently, Lesmes et al. (2010) developed the quick CSF method, a novel Bayesian adaptive psychophysical method, which accurately estimates the CSF in less than 50 trials. In this method, the CSF is characterized by a truncated log parabola (Lesmes et al., 2010; Watson & Ahumada, 2005; Figure 1d) with four parameters: peak gain \( g_{\text{max}} \), peak spatial frequency \( f_{\text{max}} \), bandwidth at half-height \( \beta \) (in octaves), and low-frequency truncation level \( \delta \). Using a Bayesian adaptive algorithm (Cobo-Lewis, 1996; Kim, Pitt, Lu, Steyvers, & Myung, 2014; King-Smith, Grigsby, Vingrys, Benes, & Supowit, 1994; Kontsevich & Tyler, 1999; Kujala & Lukka, 2006; Lesmes, Jeon, Lu, & Dosher, 2006; Watson & Pelli, 1983) to select the optimal test stimulus and update the posterior probabilities of CSF parameters following each trial, the quick CSF method directly estimates the entire CSF curve instead of sensitivities at some predetermined spatial frequencies (See Appendix A for more details). Unlike the conventional methods that select stimuli adaptively in only contrast space, the quick CSF method searches stimuli in both contrast and frequency spaces (Figure 1e and f), making it more efficient. For a 2AFC grating orientation identification task, only 5–10 minutes are needed to obtain a CSF with a 0.10–0.20 decimal log unit standard deviation, comparable to conventional methods using much longer testing times.

Since its debut, the quick CSF method has been further tested and applied in several studies. Hou et al. (2010) validated the quick CSF method in patients with
amblyopia and demonstrated that the procedure can achieve a 0.24 log unit standard deviation with 50 trials. Dorr, Lesmes, Lu, & Bex (2013) implemented the procedure on a tablet device and demonstrated that CSFs obtained on a tablet device are comparable to those obtained with specialized laboratory equipment. The method has been applied to investigate the dynamic effects of visual adaptation (Gepshtein, Lesmes, & Albright, 2013) and emotional arousal (Lee, Baek, Lu, & Mather, 2014) on the contrast sensitivity function. It has also been validated in applications studying peripheral vision (Rosén, Lundström, Venkataraman, Winter, & Unso, 2014) and second-order perception (Reynaud, Tang, Zhou, & Hess, 2014), with a 0.07 log unit standard deviation with approximate 10 min of testing time reported by Rosen et al. (2014). With the procedure implemented on a tablet device, Kalia et al. (2014) demonstrated surprising visual development in a unique sample of patients who experienced extended early-onset blindness before removal of bilateral congenital cataracts. The quick CSF method has also been validated in populations with macular degeneration (Lesmes, Wallis, Jackson, & Bex, 2013; Lesmes, Wallis, Lu, Jackson, & Bex, 2012; Rosen et al., 2015) and glaucoma (Ramulu, Dave, & Friedman, 2015). Several quick CSF studies on clinical populations, including age-related macular degeneration (AMD), amblyopia, and glaucoma, showed that a similar or slightly (<25%) higher number of trials was required to achieve the same precision in clinical populations as in normal subjects, and the test precision did not depend on the patients' overall level of visual deficits (Hou et al., 2010; Lesmes et al., 2013; Lesmes et al., 2012; Rosen et al., 2015).

The original quick CSF method was based on a 2AFC task. In this study, we attempt to further improve the efficiency of the quick CSF method by exploiting the properties of psychometric functions in multiple-alternative forced choice (m-AFC) tasks. Increasing the number of alternatives in m-AFC tasks has two effects on psychometric functions. First, it reduces the guessing rate and therefore makes each trial more informative. Second, it increases the slope of the psychometric function (Figure 2b).

Several studies have suggested that increasing the slope of the psychometric function improves the efficiency of threshold estimates. Taylor (1971) found that the ideal sweat factor (Taylor & Creelman, 1967) of an adaptive method is related to the slope of the psychometric function. Patterson, Foster, and Heron (1980) found that increasing the slope of the psychometric function improved the precision of the estimated threshold. Alcalá-Quintana and García-Pérez (2004) demonstrated that the variance of estimated parameters in a Bayesian adaptive method was related to the steepness of psychometric function. In addition, many studies have shown that psychophysical efficiency increases with the number of alternatives in m-AFC tasks. For example, Hall (1983) and Shelton and Scarrow (1984) found that thresholds obtained with a 3AFC auditory task were less variable than those obtained with a 2AFC task. Bi, Lee, and O'Mahony (2010) concluded that the 4AFC task was statistically more powerful than the 2AFC task in food flavor discrimination. Using a contrast sensitivity function assessment test, Jäkel and Wichmann (2006) also reported that a 4AFC task was 3.5 times more efficient than a 2IFC task in contrast detection. In a simulation study, Leek, Hanna, and Marshall (1992) used the up-down staircase procedure with 2AFC, 3AFC, and 4AFC tasks to estimate both the threshold and slope of the psychometric function. They found that the test efficiency for slope estimate, defined as the sweat factor, was highest for the 4AFC task and declined when the number of alternatives decreased.

In the quick CSF method, the subjects' behavior on each trial is modeled by a psychometric function. We hypothesize that performance of the method depends on the shape of the psychometric functions, and that increasing the number of alternatives (m) in m-AFC tasks would improve the efficiency of the quick CSF method. Indeed, an earlier simulation study found that the average standard deviation of CSFs obtained from the quick CSF method decreased from 0.13 to 0.07 log unit when the slope of the log-Weibull psychometric function increased from 1.55 to 3.5 (Hou et al., 2010).

In this paper, we first describe a systematic simulation study of the effect of the number of alternatives (m) in m-AFC tasks on the precision of the quick CSF method. We then report a psychophysical validation experiment of the quick CSF method in a 10AFC task. The CSFs of five normal observers were measured with both the quick CSF and conventional methods. We also compared the efficiency of the quick CSF method based on the 10AFC task with that based on a 2IFC task in a published study (Hou et al., 2010).
Simulations

Psychometric functions in m-AFC

In the simulation study, we used the quick CSF method to measure the contrast sensitivity function corresponding to thresholds at a fixed $d' = 1.5$ for a simulated observer performing an m-AFC task, with $m = 2, 4, 8, 10$, and $16$. The $d'$ psychometric function of the simulated observer is described by the following equation (Foley & Legge, 1981; Legge, Kersten, & Burgess, 1987; Figure 2a):

$$d'(c,f) = 1.5 \left( \frac{c}{\tau(f)} \right)^{\zeta}$$

(1)

where $c$ is the contrast of the stimulus, $\tau(f)$ is the contrast threshold at $d' = 1.5$ in the $f$ spatial frequency condition, and $\zeta$ is the log-log slope of the $d'$ psychometric function. We set $\zeta = 2.35$ in the simulation based on typical values in the literature (Foley & Legge, 1981; Legge et al., 1987; Lu & Dosher, 1999). In this formulation, $\zeta$ is independent of the threshold level $\tau(f)$; that is, the $d'$ psychometric functions in different spatial frequency conditions have different thresholds but exactly the same shape and are only shifted horizontally on the low contrast axis.

In an m-AFC task, the probability correct psychometric function of the simulated observer can be derived from the $d'$ psychometric function (Hacker & Ratcliff, 1979):

$$P(c,f,m) = \int_{-\infty}^{+\infty} \phi(x - d'(c,f)) \Phi^{m-1}(x) dx$$

(2)

where $\phi()$ and $\Phi()$ are the probability density and cumulative probability density functions of a standard normal distribution, $d'(c,f)$ is the $d'$ value associated with a stimulus with contrast $c$ and spatial frequency $f$, and $m$ is the number of alternatives. Although the slope of the $d'$ psychometric function $\zeta$ is invariant to the number of alternatives in the m-AFC task, the slope of the probability correct psychometric function depends on the number of alternatives, $m$ (Figure 2b).

Human observers inevitably make occasional finger errors in experiments. The behavior is modeled by considering a lapse rate $\lambda$ that is independent of stimulus level (Klein, 2001; Wichmann & Hill, 2001):

$$P'(c,f,m) = (1 - \lambda)P(c,f,m) + \gamma \lambda$$

(3)

where $P(c,f,m)$ is the psychometric function without lapse (Equation 2). For the simulated observer and in the quick CSF method, $\lambda$ was set to 0.04 (Lesmes et al., 2010; Wichmann & Hill, 2001).

Based on signal detection theory, Equation 2 provides a concise way to describe psychometric functions in m-AFC tasks. However, the computational load for integration in Equation 2 is very heavy; Weibull functions are used in our simulation and the quick CSF procedure to approximate these functions and greatly reduce the computational load. In Appendix B, we provide details on Weibull approximations.

After specifying the parameters of the underlying psychometric functions, the response probabilities of the simulated observer in the m-AFC tasks in all possible stimulus conditions can be computed. We then used these probabilities to simulate the response of the observer in the quick CSF procedure, which is used to infer the underlying contrast threshold function, $\tau(f)$, of the observer.

Simulation

In the simulation, we assumed that the underlying CSF parameters of the simulated observer were $\theta^\text{true} = (g^\text{true}, f^\text{true}, b^\text{true}, g^\text{true}) = (80, 1.07, 3.6, 0.3)$. The values were based on the average CSF parameters from the psychophysical experiment (see Psychophysical study). These values were used to calculate the contrast thresholds $\tau^\text{true}(f)$, which in turn were used to generate the simulated observer's response in each trial by Equation 3.

The quick CSF method was used to estimate the CSF underlying the response of the simulated observer. In the procedure, we assume that the shape of the underlying psychometric function, defined by $\zeta$, $\gamma$, and $\lambda$ (Equation 3), is known. Hou et al. (2010) demonstrated that the assumption of the log-invariant psychometric function was largely correct. Only $\tau(f)$ was being estimated by the quick CSF method. Again, the detailed quick CSF algorithm is described in Appendix A.

Evaluation procedure

The quick CSF method implemented with 2, 4, 8, 10, and 16 AFC tasks was used in the simulation. For each task, the observer “ran” the quick CSF procedure 500 times, with 300 trials in each run. To obtain CSF estimates from each run, 1,000 sets of CSF parameters were sampled from the posterior distribution of CSF parameters, $p(\theta)$, and used to construct 1,000 CSF curves. Based on these CSF curve samples, we obtained the empirical distribution of the CSF, $p(\tau)$. Each CSF curve was evaluated at 20 spatial frequencies ranging from 0.5 to 32 cpd, evenly distributed in log space. This resampling procedure automatically takes into account the covariance structure in the posterior distribution of
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the CSF parameters, and allows us to compute variance of the estimated CSF curve.

The performance of the quick CSF method, gauged by the precision and accuracy, was evaluated after each trial. The precision of the method is defined as the reciprocal of the standard deviation of the estimated sensitivities across different quick CSF runs:

\[
\text{Precision} = \frac{1}{\text{Standard deviation}}
\]  

(4) with

\[
\text{Standard deviation} = \frac{1}{20} \sum_{k=1}^{20} \sqrt{\frac{\sum_{j=1}^{500} (\log_{10}(\tau_j^k) - \log_{10}(\tau_{\text{true},k}^k))^2}{500-1}}
\]

(5) where \( \tau_j^k = \frac{1}{1000} \sum_{i=1}^{1000} \tau_i^k \) is the estimated sensitivity (in log units) at the \( j \)th spatial frequency in the \( k \)th run, \( \tau^k \) is the average of \( \tau_j^k \) across all runs; \( k = 1, 2, \ldots, 20 \) is the index of spatial frequencies, \( i = 1, 2, \ldots, 1000 \) is the index of CSF samples from the posterior distribution of a single quick CSF run, and \( j = 1, 2, \ldots, 500 \) is the index of the quick CSF runs. The accuracy of the quick CSF method, defined by the bias of the estimated CSF is calculated as the mean differences between the measured and true sensitivities:

\[
\text{Bias} = \frac{\sum_{k=1}^{20} \sum_{j=1}^{500} (\log_{10}(\tau_j^k) - \log_{10}(\tau_{\text{true},k}^k))}{20 \times 500}
\]

(6) where \( \tau_j^k = \frac{1}{500} \sum_{i=1}^{500} \tau_i^k \) and \( \tau_{\text{true},k}^k \) are the estimated and true contrast sensitivity at the \( j \)th spatial frequency. The standard deviation and bias of sensitivity estimates were averaged across all spatial frequencies and are both in decimal log sensitivity units.

The standard deviation of the estimated CSF is computed from repeated measures. Alternatively, the variability of the measured sensitivity can be described by the width of the credible interval of the posterior distribution \( p(\tau) \) from a single quick CSF run. A 68.2% credible interval represents the shortest interval that contains the actual value with 68.2% probability (Clayton & Hills, 1993). Since it is uncommon to repeat the same measurement multiple times in clinical practice, the credible interval of the posterior distribution is a valuable tool to gauge the precision of a test in a single run. Here we report the half width of the 68.2% credible interval (HWCI) for a single quick CSF run. We choose 68.2% credible interval because if the posterior distribution is Gaussian, the 68.2% HWCI is equal to the standard deviation of the distribution. The HWCI is also in unit of decimal log sensitivity.

The efficiency of a procedure is defined as its precision divided by the number of trials. To compare efficiencies of different procedures, we define the relative efficiency as the efficiency ratio between two procedures.

Results

Figure 3a and b presents the standard deviation and 68.2% HWCI of the CSF measured by the quick CSF procedure as functions of trial number for 2, 4, 8, 10, and 16 AFC tasks. Both types of functions demonstrate similar convergence patterns. For both standard deviation and HWCI, the curves from the \( m \)-AFC tasks with different numbers of alternatives are approximately laminated. The downward shift between curves reflects increasing precision as the number of alternatives increases from 2 to 16.

The standard deviation of CSFs obtained with the 2, 4, 8, 10, and 16 AFC quick CSF procedure after 50 trials is 0.12, 0.08, 0.06, 0.06, and 0.05 log unit, respectively. With 300 trials, the standard deviation is 0.03, 0.02, and 0.01 log unit for 2AFC, 4AFC and 8AFC, respectively, and <0.01 log unit for 8AFC and 16AFC. The HWCI for CSFs obtained with the 2, 4, 8, 10, and 16 AFC quick CSF procedure after 50 trials is 0.14, 0.08, 0.06, 0.06, and 0.05 log unit, respectively.
With 300 trials, the HWCI is 0.03 and 0.01 log unit for 2 and 4 AFC, and 0.01 log unit for 8, 10, and 16 AFC. In addition, the magnitudes of standard deviation and HWCI are very similar. We plot the ratio of HWCI to standard deviation for all the quick CSF procedures in Figure 3c. Generally, after 15 trials, the ratio is very close to 1 for all the quick CSF procedures. The result indicates that the HWCI captured within a single run is very closely related to the standard deviation from repeated measures. This property can be potentially exploited to estimate the precision of a single quick CSF run in practical applications.

Figure 3d shows the biases of CSF estimates, obtained from the quick CSF method using 2, 4, 8, 10, and 16 AFC tasks, as functions of trial number. No systematic bias was found for all these procedures. In about 15 trials, the bias of threshold estimates obtained in all but the 2AFC tasks is less than 0.01 log unit. To reach 0.01 log unit bias, the quick CSF procedure with the 2AFC task requires at least 44 trials. The bias is 0.003, 0.005, 0.005, 0.005, and 0.005 log unit for the 2, 4, 8, 10, and 16 AFC tasks after 300 trials, respectively.

Figure 4 shows the relative efficiencies of the 4, 8, 10, and 16 AFC quick CSF procedures compared to the 2AFC quick CSF procedure. All relative efficiencies increase with increasing number of alternatives and number of trials. After 50 trials, the relative efficiency of the quick CSF procedure with 4, 8, 10, and 16 AFC is 156%, 211%, 221%, and 255%, respectively. After 300 trials, the relative efficiency of the quick CSF procedure with 4, 8, 10, and 16 AFC is 195%, 305%, 366%, and 443%, respectively. Taken together, the simulation results show that increasing the number of alternatives in an m-AFC task can substantially improve the efficiency of the quick CSF method. It also suggests that the benefit of large alternative number is even greater with more trials.

It has been known that one major concern about Bayesian adaptive methods is that these methods may be unstable if there are some lapse trials at the beginning of the experiment (Kontsevich & Tyler, 1999), which usually contains stimuli way above the threshold. To evaluate the effect of lapse, we simulated three observers with a 100% lapse rate (Equation 3) in the first 1, 3, and 5 trials, respectively. The observers are otherwise the same as the simulated observer in our simulation study who had a 0.04 lapse rate. The CSFs of the simulated observers were measured by the 10AFC quick CSF procedure. The standard deviation, HWCI and bias of the estimated CSFs are plotted as functions of trial number in Figure 5, along with those of the 10AFC observer from Figure 2. Lapse in the beginning of the quick CSF procedure significantly impacted the quality of CSF estimated by the quick CSF procedure. To reach a standard deviation of 0.1 log unit, the observer who makes a lapse in the first 1, 3, and 5 trials needs 27, 38,
and 50 trials, respectively, compared to 24 trials for the observer with a 0.04 lapse rate. To reach a HWCI of 0.1 log unit, the observer who makes a lapse in the first 1, 3, and 5 trials needs 28, 35, and 45 trials, respectively, compared to 27 trials for the observer with a 0.04 lapse rate. To reach a 0.025 log unit bias, the observer who makes a lapse in the first 1, 3, and 5 trials needs 28, 35, and 45 trials, respectively, compared to 7 trials for the observer with a 0.04 lapse rate. These results suggest that the quick CSF procedure can recover from the detrimental impact of multiple lapses in the beginning of the experiment after about 50 trials.

**Psychophysical study**

The simulation study demonstrated the substantial benefits of increasing the number of alternatives in an m-AFC task. In this section, we report a psychophysical validation study of the 10AFC quick CSF procedure with a 10-letter identification task, in which observers were asked to identify a randomly chosen letter presented on the screen in each trial.

Our stimuli were based on the Sloan letters, C, D, K, H, N, O, R, S, V, and Z, which are widely used in optometry clinics to provide nearly identical percent correct for identification across the letter set (NAS-NRC Committee on Vision, 1981; Sloan, Rowland, & Altman, 1952). The original letter images are broadband in spectrum. They were band-pass filtered and resized to generate narrow-band stimuli to assess contrast sensitivity in different central spatial frequencies (Alexander, Xie, & Derlacki, 1994; McAnany & Alexander, 2006). In addition, the empirical Weibull psychometric function for 10AFC identification of filtered Sloan letter task has been extensively studied (Hou, Lu, & Huang, 2014). We set the slope of the Weibull psychometric function to 2.74 based on the literature.

To validate the 10AFC quick CSF procedure, CSFs were obtained with the procedure and compared to the “true” CSFs obtained with a conventional procedure that measured individual contrast thresholds in several spatial frequencies. We chose the Psi method (Kontsevich & Tyler, 1999) and set the slope of psychometric function equal to 2.74 in the procedure to measure individual thresholds. We also compared the relative efficiencies of the quick CSF method based on the data from the 10AFC quick CSF procedure in this study and data from a 2IFC quick CSF procedure in a published paper (Hou et al., 2010).

**Method**

**Observers**

The first author (S1) and four other observers (S2–S5), aged 23 to 33 years, participated in the study. All observers had normal or corrected-to-normal vision. All observers except S1 were naive to the purpose of the study. The study was approved by the institutional review board of human subjects research of The Ohio State University. Written informed consent was obtained before the experiment.

**Apparatus**

All programs used in this study were coded in MATLAB (MathWorks Corp., Natick, MA) with Psychtoolbox extensions (Kleiner, Brainard, & Pelli, 2007) and run on a PC computer. Stimuli were displayed on a gamma-corrected ViewSonic CDE3201LED 32” monitor with a mean luminance of 120 cd/m², a 1920 × 1080 pixel resolution, and a vertical refresh rate of 60 Hz. A special circuit was used to achieve 14-bit grayscale resolution (Li & Lu, 2012; Li, Lu, Xu, Jin, & Zhou, 2003). Participants viewed the stimuli at a distance of 5 m in a dark room.

**Stimuli**

To generate the stimuli, each 256 × 256 pixel white (RGB value 255) letter was centered in a 512 × 512 pixel black (RGB value 0) background and filtered with a raised cosine filter (Chung, Legge, & Tjan, 2002):

\[
\text{filter}(f) = \frac{1 + \cos \left( \log(f) - \log(f_0) \right) \pi}{2}
\]

where \( f \) denotes radial spatial frequency, \( f_0 = 3 \) cycles per object (cpo) is the center frequency of the filter, and \( f_{\text{cutoff}} = 2f_0 \) was chosen such that the full bandwidth at half height is 1 octave. The pixel intensity of each filtered image was normalized by the maximum absolute intensity of the image such that, after normalization, the maximum absolute Weber contrast of the image is 1.0 (Figure 6a). Stimuli with different contrasts were obtained by scaling the intensities of the normalized images with corresponding values. The filtered images were rescaled to 16 different sizes to generate stimuli with 16 evenly spaced (in log space) central spatial frequencies ranging from 1.33 to 32.0 cpd for the quick CSF procedure (Figure 6b). For the conventional method, stimuli at six evenly spaced (in log space) central spatial frequencies ranging from 1.33 to 16.0 cpd were generated.

**Procedure**

Each trial began with the presentation of a crosshair fixation pattern (367 ms), followed by a blank screen with mean luminance (183 ms), and stimulus presentation (183 ms). A response screen with all 10 letters was shown 500 ms after stimulus presentation to facilitate the
response collection. Unfiltered letters were used on the response screen. The size of the letters on the response screen was 0.80 degree × 0.80 degree with a 0.70 degree gap between adjacent letters. Letters were arranged as a 2 × 5 matrix and presented in the center of the display. With a Weber contrast of −0.4, the RMS contrast of the response screen was comparable to the average RMS contrast of the stimuli used throughout the experiment. Observers were instructed to use the keyboard to type or mouse to select the letter they saw. No feedback was provided. A new trial started 500 ms after response.

Each observer finished one experimental session that, with voluntary breaks, lasted approximately 50 min and consisted of 600 trials (300 quick CSF and 300 conventional). The session comprised six consecutive quick CSF runs (300 = 6 runs × 50 trials each) interleaved with the conventional method that was used to estimate contrast sensitivities at individual spatial frequencies (300 = 50 trials × 6 frequency conditions).

Results

Validity of the 10AFC quick CSF procedure

In Figure 7, the CSFs measured in different quick CSF runs for all observers are plotted along with the CSF obtained by the conventional method for each individual. For the CSF measured in the third quick CSF run, the 68.2% HWCI of the estimated CSF is shown as shaded region, and for CSF measured by the conventional method, the 68.2% HWCI is represented as error bars. Inspection of the estimated CSFs from the quick CSF and Psi methods suggests excellent agreement.1

In order to show the agreement between the two methods, we compared the contrast sensitivities estimated with 10, 20, and 50 quick CSF trials to those measured by the conventional method with 300 trials (Figure 8). Sensitivities at six spatial frequency conditions (1.3, 2.2, 3.6, 5.9, 9.7, and 16.0 cpd) were used. CSFs from all observers and in all six quick CSF runs were pooled together. The Pearson correlation coefficient between the contrast thresholds obtained in the two methods was 0.952, 0.971, and 0.987 with 10, 20, and 50 quick CSF trials (p < 0.001 for all observers). In addition, all the data points are distributed along the unity line: the slope of the linear regression line is 1.0, 0.987, and 0.99 for CSFs obtained with 10, 20, and 50 quick CSF trials, respectively, which is not significantly different from 1.0. The results show excellent agreement between the quick CSF and conventional methods.

Comparison with the 2IFC quick CSF procedure

The average standard deviation and HWCI of the CSFs obtained from the 10AFC quick CSF procedure in this study and those from a 2IFC quick CSF procedure in a published paper (Hou et al., 2010) were computed. The bias of the CSFs from the 10AFC quick CSF procedure was also calculated. The results are shown in Figure 9.4 In computing bias, CSFs obtained from the conventional method were used as the “true” values.

The average standard deviation of the CSFs obtained with the 10AFC quick CSF procedure was 0.15 ± 0.07
The average standard deviation of the CSFs obtained with the 10AFC quick CSF procedure is less than that of the 2IFC quick CSF with 50 trials when the trial number is greater than 8 ($p < 0.001$). The relative efficiency of the 10AFC quick CSF procedure was 214%, 274%, and 336% at 10, 20, and 50 trials, respectively, relative to the 2IFC quick CSF procedure. For CSFs obtained with the 10AFC procedure, the average HWCI was 0.20 ± 0.06, 0.12 ± 0.04, and 0.06 ± 0.02 log unit after 10, 20, and 50 trials, respectively. For CSFs obtained with the 2IFC procedure, the average HWCI was 0.22 ± 0.06 log unit after 50 trials. With about 10 trials, the HWCI of the CSFs from the 10AFC procedure became narrower than that of the CSFs from the 2IFC procedure with 50 trials ($p < 0.001$). For comparison, the average HWCI of CSFs from the conventional method with 300 trials is 0.023 ± 0.001 log unit. It took at least 150 trials of the conventional method to reach the same HWCI obtained by the 10AFC quick CSF procedure in 50 trials.

Finally, the standard deviation from repeated measures and HWCI from a single run became closer as trial number increased. After 50 trials, the ratio

Figure 7. CSFs obtained from different quick CSF runs are plotted along with that measured by the conventional method for all observers. HWCI of 68.2% is indicated by shaded region for the CSF measured in the third quick CSF run, and by error bars for the CSF measured by the conventional method.

Figure 8. CSFs measured by the quick CSF procedure with 10, 20, and 50 trials were compared against those measured by the conventional method. Pearson correlation coefficients and linear regression fits are shown.
between the standard deviation and HWCI was 1.05 ± 0.05 for the 10AFC quick CSF procedure and 1.12 ± 0.05 for the 2IFC quick CSF procedure.

The average bias of the CSFs obtained from the 10AFC quick CSF procedure was 0.02 ± 0.12, -0.01 ± 0.09, and -0.02 ± 0.06 log unit after 10, 20, and 50 trials, respectively. The bias was not significantly different from 0 after only a few quick CSF trials (p > 0.05 for all trials except trial 38 to 44). No consistent bias was found. The variance of the bias of the CSFs obtained from the 10 AFC quick CSF procedure decreased much faster than that from the 2IFC quick CSF procedure.

To quantify the test–retest reliability of the quick CSF method, we performed a Bland-Altman analysis (Bland & Altman, 1999) and calculated the coefficient of repeatability (COR), which describes the 95% confidence limits (2.77 × SD) for repeated measures. The average COR of CSFs obtained from the 2IFC quick CSF procedure were 1.38 ± 0.19, 1.07 ± 0.22, and 0.62 ± 0.17 log10 unit after 10, 20, and 50 trials, respectively. The average COR of CSFs obtained with the 10AFC quick CSF procedure were 0.41 ± 0.18, 0.27 ± 0.11, and 0.16 ± 0.08 log10 unit after 10, 20, and 50 trials, respectively. The CSFs obtained with the 10AFC quick CSF procedure exhibited much lower COR than those obtained with the 2IFC quick CSF procedure, indicating better test–retest reliability.

![Figure 9](https://jov.arvojournals.org/pdfaccess.ashx?url=/data/journals/jov/934201/)

Figure 9. (a) Standard deviation, (b) HWCI, and (c) bias of the CS from the quick CSF procedure with 10AFC and 2IFC tasks as functions of trial number. Blue and red curves represent the results from the 10AFC and 2IFC quick CSF procedures, respectively. Shaded regions represent ±1 SD.

hypothesized that increasing the number of alternatives m in m-AFC tasks would improve the efficiency of the quick CSF method. The hypothesis was tested and confirmed in both computer simulations and a human psychophysics experiment.

Results from the simulation study showed that increasing m in an m-AFC task greatly improved the efficiency of the quick CSF procedure. With 50 trials, the relative efficiency of the quick CSF procedure with 4, 8, 10, and 16 AFC was 156%, 211%, 221%, and 255%, respectively, compared to that with a 2AFC task.

We further tested the hypothesis in a human psychophysics experiment. First we validated the newly designed 10AFC quick CSF procedure by comparing estimated CSFs directly to those obtained in a conventional method based on the Psi method (Klein, 2001; Kontsevich & Tyler, 1999). We showed that CSFs obtained from the 10AFC quick CSF method were in excellent agreement with those obtained from the conventional method. In addition, the quick CSF procedure exhibited high precision and excellent test-retest reliability. We compared the average standard deviation, credible interval, and bias of CSF obtained from the 10AFC quick CSF procedure with that from a 2IFC quick CSF procedure in a published study (Hou et al., 2010). The average standard deviation of the CSFs obtained with the 10AFC quick CSF procedure in 10 trials was 0.15 ± 0.07 log unit and was less than that from the 2IFC procedure in 50 trials. The relative efficiency of the 10 AFC quick CSF procedure with 50 trials is 336% compared to that of a 2IFC quick CSF procedure. In addition, we showed that CSF variability estimated in two different ways—standard deviation from repeated measures and credible interval from a single run—generated closely matched estimates.

So far, we focused on the performance of the quick CSF method in measuring sensitivities. However, other important metrics related to different aspects of visual

**Summary and discussion**

The goal of the current study was to further improve the efficiency of the quick CSF method (Lesmes et al., 2010). Inspired by studies in the literature (Alcalá-Quintana & García-Pérez, 2004; Hou et al., 2010; Jäkel & Wichmann, 2006; Leek et al., 1992; Taylor, 1971), we
performance or particular characteristics of visual disease can be derived from the CSF. For example, it has been reported that the area under log CSF curve (AULCSF) is correlated with optical aberration of the human eye (Applegate, Howland, Sharp, Cottingham, & Yee, 1998; Oshika, Okamoto, Samejima, Tokunaga, & Miyata, 2006). The AULCSF between 3 to 12 cpd, called the subjective quality factor (SQF), has been used as an image quality indicator (Barten, 1999; Granger & Cupery, 1972). The AULCSF in different spatial frequency ranges may be a powerful metric to represent different aspects of visual performance. Patients may exhibit significant CSF deficits in specific spatial frequency bands due to different morphological/pathological characteristics (Huang et al., 2007; Midena, Degli Angeli, Blarzino, Valenti, & Segato, 1997; Regan, 1991). To explore the performance of the quick CSF method with different m-AFC task in estimating AULCSF, we calculated the standard deviation, HWCI and bias of measured AULCSF of our simulated observer in a number of different spatial frequency ranges. Because the most common spatial frequencies used in clinical testing are 1.5, 3, 6, 12, and 18 cpd (American National Standards Institute, 2001; Montes-Mico & Charman, 2001; Pesudovs, Hazel, Doran, & Elliott, 2004), the frequency ranges used in our analysis are low frequencies (1.5–3 cpd), medium frequencies (3–12 cpd), high frequencies (12–18 cpd), and overall frequencies (1.5–18 cpd).

As shown in the first column of Figure 10, the results for the overall AULCSF exhibited the same pattern as that for sensitivity (see Figure 2 for comparison). Increasing m in an m-AFC task improves the precision of the measurement. Similar results are also obtained for AULCSFs in low, medium, and high frequency ranges (see the second, third, and fourth columns of Figure 10). The precision also increases with trial number. With 50 trials, the standard deviation of the estimated CSF is 0.11, 0.07, 0.05, 0.05, and 0.04 log unit for the 2, 4, 8, 10, and 16 AFC tasks, respectively, and the relative efficiencies of the quick CSF procedure for AULCSF with 4, 8, 10, and 16 AFC tasks are 158%, 228%, 237%, and 275%, respectively. The standard deviation and HWCI are essentially the same after about 30 trials for all m-AFC tasks.

The precision of the estimated AULCSF depends on the spatial frequency range. After 50 quick CSF trials, the standard deviation of the overall, low, medium, and high frequency AULCSF for the 10AFC task were 0.05, 0.02, 0.03, and 0.01 log unit, respectively, and the HWCI of the overall, low, medium, and high frequency AULCSF for the 10AFC task were 0.04, 0.02, 0.03, and 0.01 log unit, respectively. The bias of the overall, low, medium, and high frequency AULCSF for the 10AFC task were 0.004, 0.002, 0.004, and −0.002 log unit at 50 trials.

Consistent with previous studies (Alcalá-Quintana & García-Pérez, 2004; Hou et al., 2010; Jäkel & Wichmann, 2006; Leek et al., 1992; Taylor, 1971), our results suggest that the shape of the psychometric function could have a profound impact on the efficiency of adaptive procedures that search optimal stimuli in a two-dimensional stimulus space. In a particular experimental setting, the slope of the d' psychometric function is related to the internal noise distribution and transducer of the observer (Lu & Dosher, 1998, 2008, 2013).
The slope of the psychometric function is \( \zeta = 2.35 \) in the 2AFC procedure and 1.1 in the 4AFC procedure.

By applying the same filter to all the letters, we have restricted the spatial content of all the stimuli to a two-octave range and reduced the difference in spatial content among letters. This could significantly reduce the probability of confusion. In fact, Gervais, Harvey, and Roberts (1984) found that the differences in spatial frequency content of letters provided the best predic-
tion of the confusion matrix in letter recognition. Furthermore, there is evidence that CSFs measured with narrowband letters was very similar to those measured with sinewave gratings or D6 patterns (Alexander et al., 1994; Hou & Lu, 2014; McAnany & Alexander, 2006).

Increasing the number of alternatives in m-AFC tasks is not the only way to increase the efficiency of quick CSF. Kim et al. (2014) have recently developed a hierarchical adaptive design optimization (HADO) procedure that achieves greater accuracy and efficiency in adaptive information gain by exploiting two complementary schemes of inference with past and future data. HADO extends the standalone quick CSF method to a framework that models a higher-level structure across the population, which can be used as an informative prior for each new assessment. In turn, the parameter estimates from each individual enable the update of the higher-level structure. The judicious application of informative priors used by HADO improves the efficiency of the quick CSF method by approximately 30%.

In summary, the quick CSF method has been validated and applied in a range of experiments (Dorr et al., 2013; Gepshtein et al., 2013; Hou et al., 2010; Kalia et al., 2014; Lee et al., 2014; Reynaud et al., 2014; Rosén et al., 2014). In the current study, we show that the efficiency of the quick CSF method can be further improved by increasing the number of alternatives in multialternative forced choice tasks used in the procedure. Specifically, the quick CSF method utilizing the 10-letter identification task can be used to estimate a CSF with a 0.1 log unit standard deviation in about 20 trials, or less than 2 min.

Keywords: contrast sensitivity function, psychometric function, 2AFC, efficiency, precision, quick CSF
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Footnotes

1 We normalized Equation 1 by $d' = 1.5$ because the true values of the CSF parameters $\beta^{\text{true}} = (g_{\text{max}}^{\text{true}}, f_{\text{max}}^{\text{true}}, \beta^{\text{true}}, \delta^{\text{true}}) = (80, 1.07, 3.6, 0.3)$ were chosen based on empirical data measured with a $d'$ of about 1.5.

2 We assume that the observer would make a random guess when she is in lapse. The formulation is slightly different from Klein (2001) and Wichmann and Hill (2001), which did not consider guessing in lapse trials. When $\lambda$ is low (i.e., 0.04), there is no significant difference between the two definitions.

3 The low frequency truncation is not apparent in these CSFs because of the range of spatial frequencies covered in this study (1.33–32 cpd) is relative high compared to the 0.5–16 cpd range used in Hou et al. (2010). The low frequency truncation parameter $\delta$ is necessary in CSF tests that include lower spatial frequency conditions.

4 The standard deviation reported in Hou et al., (2010) was from a bootstrap procedure because they only had two repeated measures of each CSF.
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Appendix A: The quick CSF algorithm

The quick CSF method uses the following steps to estimate \( \tau(f) \) (Lesmes et al., 2010):

1. **Define a CSF functional form.** \( \tau(f) \) is the reciprocal of contrast sensitivity \( S(f) \):

\[
\tau(f) = \frac{1}{S(f, \theta)},
\]

which is described by the truncated log parabola with four parameters (Lesmes et al., 2010; Watson & Ahumada, 2005):

\[
\log_{10}(S(f, \theta)) = \begin{cases} 
\log_{10}(g_{\max}) - \delta, & f < f_{\max} \wedge S_0 < \log_{10}(g_{\max}) - \delta \\
\log_{10}(g_{\max}) - \frac{4}{\log_{10}(2)} \left( \frac{\log_{10}(f) - \log_{10}(f_{\max})}{\beta} \right)^2, & f > f_{\max},
\end{cases}
\]

(A1)

where \( \theta = (g_{\max}, f_{\max}, \beta, \delta) \) represents the four CSF parameters: peak gain \( g_{\max} \), peak spatial frequency \( f_{\max} \), bandwidth at half-height \( \beta \) (in octaves), and low-frequency truncation level \( \delta \).

2. **Define the stimulus and parameter spaces.** The application of Bayesian adaptive inference requires two basic components: (a) a prior probability distribution, \( p(\theta) \), defined over a four-dimensional space of CSF parameters \( \theta \), and (b) a two-dimensional space of possible letter stimuli with contrast \( c \) and spatial frequency \( f \).

In our simulation study, the ranges of possible CSF parameters were: 2–2000 for peak gain, 0.2–20 cycles per degree (cpd) for peak frequency, 1–9 octaves for bandwidth, and 0.02–2 for truncation. The ranges for possible grating stimuli were 0.1%–100% for contrast \( c \) and 0.5–32 cpd for frequency \( f \). Both parameter and stimulus spaces were sampled evenly in log unit.

3. **Priors.** Before the beginning of the experiment, an initial prior, \( p_t=0(\theta) \), which represents the knowledge about the observer’s CSF before any data is collected, was defined by a hyperbolic secant function with the best guess of parameters \( \theta_i, guess \) and width of \( \theta_i, confidence \) for \( i = 1, 2, 3, \) and \( 4 \) (King-Smith & Rose, 1997; Lesmes et al., 2010).

\[
p_{t=0}(\theta) = \prod_{i=1}^{4} \text{sech}(\theta_i, \text{confidence} \times (\log_{10}(\theta_i) - \log_{10}(\theta_i, \text{guess}))
\]

(A2)

where \( \text{sech}(x) = \frac{2}{e^x + e^{-x}} \), \( \theta_i = g_{\max}, f_{\max}, \beta \) and \( \delta \) for \( i = 1, 2, 3, \) and \( 4 \), respectively, \( \theta_i, \text{guess} = 100, 2, 3, \) and \( 0.5 \) for \( i = 1, 2, 3, \) and \( 4 \), respectively. \( \theta_i, \text{confidence} = 2.48, 3.75, 7.8, \) and 3.12 for \( i = 1, 2, 3, \) and \( 4 \), respectively.

4. **Bayesian adaptive inference.** After subject’s response is collected in trial \( t \), knowledge about CSF parameters \( p(\theta) \) is updated, given the evidence provided by the observer’s response \( r_x \) = “correct” or “incorrect” to the stimulus \( x = (c, f) \) with contrast \( c \) and spatial frequency \( f \) in the trial. The outcome of trial \( t \) is incorporated into a Bayesian inference step that updates the prior knowledge about CSF parameters \( p_{t-1}(\theta) \),

\[
p_t(\theta) = p_t(\theta | r_x) = \frac{p_{t-1}(\theta)p(r_x|\theta)}{\sum_{\theta} p_{t-1}(\theta)p(r_x|\theta)},
\]

(A3)

where \( p_t(\theta | r_x) \) is the posterior distribution of parameter vector \( \theta \) after obtaining a response \( r_x \) at trial \( t \); \( p(r_x = \text{correct} | \theta) = \Psi(x, \theta) \) is the percent correct psychometric function given stimulus \( x \), and \( p(r_x = \text{incorrect} | \theta) = 1 - \Psi(x, \theta) \); \( p_{t-1}(\theta) \) is our prior about \( \theta \) before trial \( t \), which is also the posterior in trial \( t-1 \).

5. **Stimulus search.** To increase the quality of the evidence obtained on each trial, the quick CSF calculates the expected information gain for all possible stimuli \( x \),

\[
I_t(\theta; r_x) = h\left( \int p_t(\theta)\Psi(x, \theta)d\theta \right) - \int p_t(\theta)h\left( \Psi(x, \theta) \right)d\theta,
\]

(A4)

where \( h(p) = -p\log(p) - (1-p)\log(1-p) \) is the information entropy of the distribution \( p \). Before each trial, we find out the candidate stimuli that correspond to the top 10% of the expected information gain over the entire stimulus space. Then we randomly pick one among those candidates as \( x_c \) for presentation. In this way, the quick CSF avoids large regions of the stimulus space that are not likely to provide useful information to the current knowledge about \( \theta \).

6. **Reiteration and stopping rule.** The procedure reiterates steps 4 and 5 until 300 trials are run.

7. **Analysis.** After step 6, we obtain the posterior distribution of CSF parameters \( p_t(\theta) \) (see Figure A1 for the marginal prior and posterior distributions for the four CSF parameters). A resampling procedure is used that samples directly from the posterior distributions of the CSF parameters and generates the CSF estimates based on all the CSF samples. The procedure automatically takes into account the covariance structure of the CSF parameters in the posterior distribution.
and allows us to compute the credible interval of the estimated CSF functions.

**Appendix B: Using the Weibull function to approximate the $d'$ psychometric function**

The computational load of integration in Equation 2 is very heavy. In order to facilitate the computation, a Weibull function

$$P_w(c, f, m) = \gamma(m) + \left(1 - \gamma(m)\right) \left(1 - \exp\left(-\left(\frac{c}{\tau_w(f, m)}\right)^{b(m)}\right)\right)$$

(B1)

was used to approximate the psychometric functions in $m$-AFC tasks (Equation 2). The approximation made the simulation about 20 times faster. The terms $\gamma(m)$ and $b(m)$ are the guessing rate and slope of the Weibull psychometric function in an $m$-AFC task, and $\tau_w(f, m)$ is the Weibull contrast threshold in spatial frequency condition $f$ in an $m$-AFC task, which can be computed from $\tau(f)$.

$$\log_{10}\left(\tau_w(f, m)\right) = \log_{10}\left(\tau(f)\right) - \frac{1}{b(m)} \log_{10}\left(\log\left(\frac{1 - \gamma(m)}{1 - p_{1.5}(m)}\right)\right)$$

(B2)

where $p_{1.5}(m)$ is the fraction of correct responses corresponding to $d' = 1.5$ in an $m$-AFC task. $\gamma(m)$ and $p_{1.5}(m)$ are listed in Table B1 for a range of $m$ values used in our simulation study.

Equation B1 was fit to the psychometric functions described in Equation 2 with $m = 2, 4, 8, 10, \text{and } 16$ and $\gamma = 1/m$. The Weibull provided an excellent approximation to the psychometric functions in Equation 2 with an average $r^2 = 0.999$. The best fitting $b(m)$s are listed in Table B1. With predetermined $\tau(f)$, $b$, $\gamma$, and $\lambda$, the response probabilities of the simulated observer in the $m$-AFC tasks in all possible stimulus conditions can be computed.

<table>
<thead>
<tr>
<th>Number of alternatives ($m$)</th>
<th>$\gamma$</th>
<th>$b$</th>
<th>$p_{1.5}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.5</td>
<td>3.06</td>
<td>0.856</td>
</tr>
<tr>
<td>4</td>
<td>0.25</td>
<td>3.45</td>
<td>0.702</td>
</tr>
<tr>
<td>8</td>
<td>0.125</td>
<td>3.90</td>
<td>0.553</td>
</tr>
<tr>
<td>10</td>
<td>0.1</td>
<td>4.05</td>
<td>0.509</td>
</tr>
<tr>
<td>16</td>
<td>0.0625</td>
<td>4.39</td>
<td>0.421</td>
</tr>
</tbody>
</table>

Table B1. The values of $b$ and $\gamma$ for different $m$-AFC tasks.